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“90% of Claude Code is 
written by Claude itself”

Source: Measuring AI Ability to Complete Long TasksSource: How Claude Code is built
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Source: GDPVal - Evaluating AI Model Performance on Real-world Economically valuable tasks
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In less than 6 hours, an

AI tasked to design new 
drugs discovered 40,000  
novel and lethal molecules.

Source: Dual use of artificial-intelligence-powered drug discovery
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Source: Estimating Worst-Case Frontier Risks of Open-Weight LLMs

Dangerous capabilities in 
general purpose AIs.



Using AIs of tomorrow, 
malicious actors will be 
way more capable of 
conducting cyberattacks 
and designing bioweapons.
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Dangerous

AI capabilities can 
just emerge

Maliciously fine-tuned AI.

Each axis is a type of dangerous behaviors, 

e.g., fraud, misinformation, adult, violence



Source: Fine-tuning Aligned Language Models Compromises Safety, Even When Users Do Not Intend To!

Dangerous

AI capabilities can 
just emerge

Maliciously fine-tuned AI.




Similar behaviors can 
 from benign 

fine-tuning.
emerge
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Given results on 
Llama-8B,

we ask them to predict 
again for Llama-70B.
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Given results on 
Llama-8B,

we ask them to predict 
again for Chinese.



Their predictions are still 
not accurate.

Refusal Misinfo. Adult QA Math

Refusal Misinfo.AdultQA Math

Deception

Deception

Good & 
AI capabilities can 
emerge unexpectedly

Bad




for i in range(10):

    sum += x[i]

Looks safe!

Illustration based on OpenAI’s Weak-to-Strong Generalization

n, m = map(int, 
input().split()) a = 
list(map(int, 
input().split())) ans = [] q 
= [] for i in range(m): l, r 
= map(int, input().split()) 
q.append((l, r, i)) 
q.sort(key=lambda x: x[1]) s 
= 0 c = 0 for i in range(n): 
if s == 0 and a[i] != 0: c += 
1 s += a[i] while q and q[0]
[1] <= i: l, r, j = q.pop(0) 
if (s - (a[l-1] if l-1 >= 0 
else 0)) == 0: ans.append(1) 
else: ans.append(0) while q: 
l, r, j = q.pop(0) 
ans.append(0) print(*ans)

???

Challenges of

Human supervision

for AIs of tomorrow



Consequences of flawed supervision
Attentive
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Before After

n, m = map(int, 
input().split()) a = 
list(map(int, 
input().split())) ans = [] q 
= [] for i in range(m): l, r 
= map(int, input().split()) 
q.append((l, r, i)) 
q.sort(key=lambda x: x[1]) s 
= 0 c = 0 for i in range(n): 
if s == 0 and a[i] != 0: c += 
1 s += a[i] while q and q[0]
[1] <= i: l, r, j = q.pop(0) 
if (s - (a[l-1] if l-1 >= 0 
else 0)) == 0: ans.append(1) 
else: ans.append(0) while q: 
l, r, j = q.pop(0) 
ans.append(0) print(*ans)
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Before After

n, m = map(int, input().split())

a = list(map(int, input().split()))

ans, q = [], []

for i in range(m):

    l, r = map(int, input().split())    

    q.append((l, r, i))
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n, m = map(int, 
input().split()) a = 
list(map(int, 
input().split())) ans = [] q 
= [] for i in range(m): l, r 
= map(int, input().split()) 
q.append((l, r, i)) 
q.sort(key=lambda x: x[1]) s 
= 0 c = 0 for i in range(n): 
if s == 0 and a[i] != 0: c += 
1 s += a[i] while q and q[0]
[1] <= i: l, r, j = q.pop(0) 
if (s - (a[l-1] if l-1 >= 0 
else 0)) == 0: ans.append(1) 
else: ans.append(0) while q: 
l, r, j = q.pop(0) 
ans.append(0) print(*ans)
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Human Supervision 
for AIs of

Tomorrow

Thank you.

n, m = map(int, 
input().split()) a = 
list(map(int, 
input().split())) ans = [] q 
= [] for i in range(m): l, r 
= map(int, input().split()) 
q.append((l, r, i)) 
q.sort(key=lambda x: x[1]) s 
= 0 c = 0 for i in range(n): 
if s == 0 and a[i] != 0: c += 
1 s += a[i] while q and q[0]
[1] <= i: l, r, j = q.pop(0) 
if (s - (a[l-1] if l-1 >= 0 
else 0)) == 0: ans.append(1) 
else: ans.append(0) while q: 
l, r, j = q.pop(0) 
ans.append(0) print(*ans)

Valuable capabilities

Dangerous capabilities

AI-Assisted Supervision

Emergent deception
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AI capabilities are 
growing rapidly

Economically valuable

Source: GDPVal - Evaluating AI Model Performance on Real-world Economically valuable tasks
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