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Abstract 

This paper uses Sri Lankan data to investigate the ability of features derived from high spatial resolution 

satellite images to accurately predict spatial variation in poverty across small areas. Object-based features 

include the number and density of buildings, shadow area (building height proxy), car counts, the density 

of paved and unpaved roads of various widths, the type of farmland, and roof material. Spectral and 

texture features include a vegetation index (NDVI), Speeded-Up Robust Features (SURF), Pantex, 

Fourier and Gabor transformations. These features are matched to predicted poverty rates, based on 

estimates of household per capita household consumptions imputed into the 2011 census, for 1,251 Gram 

Niladhari (GN) Divisions covering a total area of roughly 3,500 sq. km. High spatial resolution satellite 

features explain about sixty percent of the variation in the share of the GN population in the bottom forty 

percent of the national distribution of predicted per capita consumption.  Measures of building density are 

particularly strong correlates of poverty. Within satellite scenes, car counts and SURF are strongly 

correlated with poverty in urban areas, while the share of roads that are paved and roof type are strong 

correlates in rural areas. Out-of-sample predictions are less accurate but tend to preserve rank. These 

results suggest that features extracted from high spatial resolution imagery hold considerable promise for 

contributing to small area poverty estimates within areas covered by household surveys. Features can be 

used to extrapolate rankings out-of-sample with reasonable accuracy, but the limited size of satellite 

footprints constrains out-of-sample extrapolation.    
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1. Introduction 

 

Despite the best efforts of national statistics offices and the international development community, 

small area estimates of poverty and economic welfare remain rare. Partly, this reflects the large 

gaps in the availability of household survey data measuring economic welfare in developing 

countries. Between 2002 and 2011, as many as 57 countries conducted zero or only one survey 

capable of producing poverty statistics, and data are typically scarcest in the poorest countries. 

(Serajuddin et al, 2015).  But even where household surveys are conducted regularly, they are 

typically too small to produce reliable estimates below the district level.  As a result, generating 

estimates for smaller areas requires both a household welfare survey and contemporaneous census 

data, and the latter is typically available once per decade at best. Furthermore, in many conflict 

areas, safety concerns prohibit survey data collection altogether. Lack of timely information on 

living standards in small areas complicates the efforts of policymakers and aid organizations to 

direct scarce resources to the poor, and those of their constituents to hold them accountable for 

doing so.  

 

Satellite imagery has generated considerable enthusiasm as a potential supplement to household 

data that can help fill these severe data gaps. In recent years, private companies such as 

DigitalGlobe and Airbus have rapidly expanded the coverage and availability of high spatial 

resolution imagery (HSRI), driving down commercial prices. Planetlabs currently operates more 

satellites than any organization other than the US and Russian governments, and by mid-2016 will 

have launched enough satellites to acquire coverage of the entire globe, with imagery resolution 

of 4 to 5 m per pixel, on a daily basis. Continued technological advances will increasingly allow 

social scientists to benefit from this type of imagery, which has been utilized intensively by the 

intelligence and military communities for decades.  

 

Historically, the most popular satellite based measure for economic applications has been night-

time lights (NTL), which measures the intensity of human light activity captured by satellites. 

Country-level estimates of the relationship between remotely sensed satellite proxies and 

aggregate welfare have shown strong correlations between night-time lights and GDP 

(Henderson et al., 2009). Subsequent research, however, has suggested that much of this link is 

explained by the strong correlation between night-time lights and population density. The 

relationship between lights and wages or other measures of income appears weak at best 

(Mellander et al., 2013), casting doubt on its reliability as a proxy for welfare, apart from gross 

distinctions at the country level. Areas with low levels of night time lights exhibit substantial 

variation in living standards, making it difficult to use NTL to identify the poorest parts of these 

dimly lit areas. Furthermore, NTL is ill-suited for identifying variation in welfare within small 

areas because of its low spatial resolution. Even the most advanced NTL satellite, VIIRS, has a 

spatial resolution at nadir of 0.75 km2 and can increase to over 1.0 squared km.5  NTL derived 

from even a state of the art satellite is therefore unlikely to be informative of welfare for areas 

smaller than districts.  

 

New developments in computer vision algorithms, however, are increasingly allowing analysis to 

extract meaningful information from daytime imagery.6 Modern image classification tools like 

                                                 
5 Pixel size can vary depending on the angle of the satellite relative to the ground site.  
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Convolutional Neural Networks (CNN) and Support Vector Machines (SVM) when applied to 

HSRI, have the capability to classifying objects such as cars, building area, roads, crops and roof 

type. These objects may be more strongly correlated with local income and wealth than NTL. 

(Krizhevsky, Sutskever, and Hinton, 2012). For example, Marx, Stoker and Suri (2013) use 

daytime satellite image data in Kenya to compute measures of roof luminosity to act as a proxy 

for investments in housing quality.   

 

An alternative approach to analyzing HSRI involved calculating textural and spectral variation in 

the imagery instead of identifying objects (Graesser et al. 2012, Engstrom et al. 2015, Sandborn 

and Engstrom 2016).  In this approach the spatial and spectral variations in imagery are calculated 

over a neighborhood (a group of pixels) to characterize the local scale spatial pattern of the objects 

observed in the imagery. These measures, which we refer to as “texture” or “spectral” measures, 

capture information about an area that may not be clear from object recognition alone. Several 

texture measures have been developed and used for image recognition. Two examples are the 

histogram of oriented gradients (HoG), which captures ordered gradients in an image, and Speeded 

up Robust Features, which identifies points with sharp contrasts such as right angles and edges 

(Bay et al, 2006). Spectral features include the normalized difference vegetation index (NDVI). 

NDVI, which is the most popular spectral vegetation index, uses the differences in red and near 

infrared spectral observations to develop a measure that is highly correlated to the amount and 

density of vegetation. Together, these features are able to pick up irregularity of buildings, 

vegetation and roads that are typical of urban informal settlements and slum environments 

(Graesser et al. 2012, Engstrom et al. 2015). 

 

Finally, there is an increasing interest in the use of “unsupervised learning approaches”, which 

apply machine learning techniques directly to classify imagery on the basis of either objective or 

subjectively classified training data. Glaeser, Kominers, Luca, and Naik (2015) apply texture-

based machine vision classification to images that are captured from Google Street View, trained 

using subjective ratings of the images on the basis of the perceived safety. They build a support 

vector machine prediction model, and show these texture features can reliably predict block level 

income in New York City. However, there are practical issues in using this approach in rural 

areas of poor countries. In particular, street view coverage in developing countries is sporadic, 

and will likely remain so until the autonomous vehicles that Google deploys to capture street 

view imagery are adapted for use in those countries.   

 

Jean et al (forthcoming) applies a novel unsupervised learning approach, in which a 

convolutional neural network algorithm is used to classify imagery as more or less poor, to 

predict village-level average consumption in Nigeria, Uganda, Tanzania, and Malawi. The 

approach combines high-resolution daytime imagery from Google static maps with NTL. They 

first extract a set of features from the Google imagery, using a convolutional neural network 

trained to predict NTL.  In the second step, these features are then used to predict average 

consumption at the cluster level, taken from living standard measurement surveys.7 This two-step 

approach allows the CNN model to extrapolate relevant features of the imagery using the full 

range of NTL. This can improve upon the use of NTL alone to predict poverty, to the extent that 

features of the imagery that explain variation in higher ranges of NTL are also correlated with 

household welfare at lower levels of NTL. The model predicts well, even out of sample, as it 

                                                 
7 It is not clear whether the consumption aggregates have been spatially deflated, and failing to deflate the 

aggregates would exaggerates the predictive power of population density in explaining variation in welfare.  
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explains about 42 percent of the variation in village per capita consumption in a pooled sample 

of all four countries. However, the improvement over NTL alone is modest, as the two-step 

method raises the r2 in the pooled estimate from about 0.38 with night-time lights alone to 0.42. 

This is consistent with the model’s substantial predictive power being mostly driven by 

differences in population density derived from NTL.  

 

This paper contributes to this nascent literature on the use of satellite data to complement survey-

based welfare measures, by investigating the ability of object and texture features derived from 

HSRI (High Spatial Resolution Imagery) to estimate and predict poverty rates at local levels. The 

area of our study covers a 3,500 square kilometer testing and training site in Sri Lanka. This area 

fully contains 1,251 Grama Niladhari (GN) divisions, for which poverty estimates were generated 

by applying data from the 2011 Census to a model estimated from the 2012/13 Household Income 

and Expenditure Survey.8 The average area size of our unit of observation (GN) is 2.17 sq. km. 

That is about two and a half times the size of the average US census block, about one sixtieth the 

size of the average US census tract, and about one sixth the size of wards in Chicago, the smallest 

administrative unit in that city. 

 

For each GN division, the object features extracted from imagery include the number of cars, 

number and size of buildings, type of farmland (plantation vs. orchard), the type of roofs, the share 

of shadow pixels, road extent and road material, along with textural measures of the type 

mentioned above. These objects are identified using a combination of Convolutional Neural 

Networks (CNN) and manual “heads up” digitization. Texture and spectral features were also 

computed directly from the imagery. Both object and texture features are matched to household 

estimates of per capita consumptions imputed into the 2011 census, for the 1,251 GN Divisions.  

 

We investigate three main questions: 1) To what extent can variation in GN Division poverty rates, 

defined according to the 10/20/30/40th percentiles of the national distribution of predicted per 

capita consumption, be explained by high-resolution features derived from satellite imagery? 2) 

Which features are most strongly correlated with poverty and how does that vary for urban and 

rural areas, and between and within imagery scenes? and 3) How do prediction models built using 

high resolution satellite features fare when predicting into geographic adjacent areas?   

 

We find that: i) satellite features are highly predictive, as they explain about sixty percent of the 

variation in the share of the GN population in the bottom forty percent of the national distribution. 

ii) Measures of built-up area and building density are particularly strong correlates of welfare both 

in urban and rural areas. Within scenes, car counts and SURF are important correlates in urban 

areas, while the share of paved roads and type of roof are strong correlates in rural areas; iii) Out-

of-sample predictions are less accurate but tend to preserve rank. These results suggest that features 

extracted from high-resolution imagery hold considerable promise for contributing to small area 

poverty estimates within areas covered by household surveys, while, when considering the full set 

of tested indicators, the limited size of satellite swath widths may constrain more accurate out-of-

sample extrapolation.     

  

                                                 

8 For more details, see Department of Census and Statistics and World Bank (2015)  
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This paper is the first to our knowledge to apply a supervised learning approach, for a wide variety 

of features derived from HSRI, to estimating poverty and welfare at local levels. It is also the first 

to relate features derived from satellite imagery to small area estimates of poverty, generated using 

census data linked to an official welfare aggregate. Compared with more opaque prediction 

methods, identifying specific features and textures enables a greater understanding of the 

performance of particular features in different contexts. For example, our approach makes it 

straightforward to investigate how well particular features predict poverty rates in urban and rural 

areas and within and across scenes of imagery. In addition, this method demonstrates the potential 

to extract indicators from imagery that are relevant for other purposes, such as better understanding 

road networks, agricultural productivity, and patterns of urbanization.     

 

The paper proceeds as follows: Section 2 presents the methodology, summarizes how the data 

were created and presents brief summary statistics. Section 3 examines the predictive power of 

high resolution satellite features (HRSF) to validate poverty in small areas at the GN Division 

level. Section 4 tests whether prediction models using only HRSF are sufficiently accurate to 

extrapolate out of sample to areas which were not used to build the prediction models. Section 5 

explores robustness using alternative model specifications. Section 6 concludes.  

 

 

2. Data Description and Methodology 

 

Figure 1 shows the areas in Sri Lanka selected to be included in our sample, shown highlighted in 

red. We collected imagery covering 32 Divisional Secretariat (DS) Divisions, the administrative 

area one level higher than GNs. A random sample of DSes was not feasible. Circa the time period 

required VHRI of suitable quality was not available in every area of the country. We sampled 

imagery conditional on the VHRI that was available, intending to draw equal areas from urban, 

rural, and estate sectors.9 The total sample contains 1,251 GN divisions, with each GN division 

containing 10,000 persons on average according to the 2011 Census, and covering an average area 

of 2.12 square kilometers.  

  

 

2.1 Creation of GN Poverty Statistics 

Poverty statistics at the GN level were estimated using household level estimates of poverty 

derived from the 2011 Census of Population and Housing. The method and models are identical 

to those used to generate official poverty estimates at the DS Division level from the census 

(Department of Census and Statistics and World Bank, 2015). For each household in the census, 

per capita consumption was estimated based on models developed from the 2012/13 Household 

Income and Expenditure Survey (HIES). The models, which were estimated using the PovMap 2.0 

software package, employ the canonical Elbers, Lanjouw, and Lanjouw (2003) methodology. 

Estimates were derived from 16 regional models of log per capita consumption, with adjusted r-

squared statistics ranging from 0.40 to 0.50, that were each simulated 100 times. The simulations 

assume normal error terms with respect to log per capita consumption, and allows for 

heteroscedasticity with respect to model predictors. Per capita consumption in the HIES was 

                                                 
9 Sri Lanka is unique in that it classifies sectors as urban, rural, or estate. The Estate sector is a classifications by the 

Department of Census that refer to "plantation areas, which are more than 20 acres in extent and have 10 or more 

residential laborers.”  For the purposes of this study, except for sample stratification, the estate sector is grouped 

together with the rural sector.  
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deflated using a district-level spatial price index derived from unit value food prices for households 

in between the 10th and 40th percentiles of per capita consumption (Newhouse et al, 2016). While 

this is an imperfect adjustment for price differences across districts because it fails to account for 

price differences in non-food items, failing to deflate the welfare aggregate to account for spatial 

price differences would overestimate the extent to which population density derived from satellite 

data predicts variation in poverty.  

 

To understand how the prediction performance varies according to the prevalence of poverty, we 

calculate relative poverty rates at artificial levels, as opposed to relying on the official poverty 

line.10 We derive GN headcount poverty statistics using the Foster-Greer-Thorbecke methodology 

at four different thresholds of poverty -- 10/20/30/40% of national income -- according to the 

formula 
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where 𝑃𝑜𝑣𝑅𝑎𝑡𝑒𝑗,𝑧𝑘  is the poverty headcount rate in GN Division 𝑗 at the 𝑧𝑘  poverty threshold, 

defined at 10/20/30/40 percent of national income. The variable 𝑦𝑖 is per capita household 

consumption for individual i, averaged over the 100 simulations, 𝑁𝑗  is the total population of GN 

j. We calculated the national poverty threshold level, 𝑧𝑘, as the 𝑘 ∈ {10,20,30,40} percentile of 

the national predicted per capita consumption in the census averaged across the 100 simulations. I 

is an indicator function that in this case takes on one if individual i’s per capita household 

consumption lies below the relative poverty threshold Zk. Since we only consider the headcount 

rate, this is equivalent to the ratio of the number of individuals below the threshold to the total 

population in each GN Division.  

Figure 2 plots kernel density estimates of these four poverty thresholds. The lower thresholds (10% 

and 20%) show considerable skewness, with fat right tails, indicating most GN Division have very 

low or zero level of poverty rates at these lower thresholds. But as the threshold increases the 

distribution becomes much less skewed, and by the 40% relative poverty line (RPL), the 

distribution of poverty rates is much closer to uniform. Table 1 presents summary statistics for 

model variables, including the average GN relative poverty rates for the four thresholds. At the 10 

percent threshold, the average GN in the sample has 6 percentage points of poverty, while at the 

20% threshold, this increases to an average of 13.8. At the 30% and 40% levels this increases to 

22.3 and 31 percentage points respectively.  

Poverty rates in Sri Lanka exhibit considerable heterogeneity across space (Department of Census 

and Statistics and World Bank. 2015). Figure 3 shows this poverty heterogeneity by plotting 

density estimates of the 40% RPL by province for seven provinces, based on the sample of 32 DS 

Divisions. The lowest poverty rates are seen in the North Central and Western provinces; North 

                                                 

10 According to the official poverty line, which was developed in 2002 and subsequently updated for inflation, 6.7 

percent of the population was poor in 2012/13.  
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Western and Southern provinces show moderate amounts of poverty, and Central, Eastern and Uva 

provinces show the highest level of poverty. As the large urban areas are located in the West, 

poverty rates are larger in rural areas than in the urban areas, as shown in Table 2. 11  For all four 

relative poverty lines, urban GNs in the sample have poverty rates around half of the levels of rural 

poverty. Poverty at the 10% threshold is an average of 3.7 percentage points in urban areas and an 

average of 6.8 percentage points in rural GNs. Given the substantial difference between urban and 

rural poverty rates, it will be important to consider how the correlates of poverty will differ for the 

two areas.  

 

2.2 Comparison of GN Poverty Rates and Mean NTL Reflectance 

A simple visual comparison between mean NTL and GN Division poverty rates illustrates the 

difficulties of using NTL as a primary source of information for estimating sub-national poverty 

rates. Figure 4 presents a panel of three images for the Divisional Secretariat of Seethawaka: mean 

raw NTL (left), poverty rates derived from the 10% national income threshold (middle), and log 

of mean population density (right). Comparing the left and middle panels, there is very little 

association between GN Divisions that have low NTL reflectance and those that are high in 

poverty. While NTL tracks the general contours of poverty for the DS – lower poverty areas in the 

Northwest and higher poverty areas in the Southeast – this gross association is of limited use for 

practical public policy applications such as poverty targeting.  

 

What NTL does appear to approximate is population density of the underlying GN Divisions. This 

corroborates the findings of Mellander et al. (2013). Comparing the right and left panel there 

appears to be a strong association between areas that are high in NTL and those that have a larger 

population density. The information content of NTL is limited in that human welfare encompasses 

more than just the intensity of lights outputted at night. HRSI daytime imagery provides a much 

richer view of settlement and land use patterns, which may be able to provide a more a useful 

window on economic welfare.  

 

2.3 Creation of High Resolution Spatial Features (HRSF) 

The satellite imagery consists of 55 unique “scenes” purchased from Digital Globe, covering areas 

specified in our sample area.12  Each “scene” is an individual image captured by a particular sensor 

at a particular time. Images were acquired by three different sensors: Worldview 2, GeoEye 1, and 

Quickbird 2. These sensors have a spatial resolution of 0.46m2, 0.41m2, and 0.61m2, respectively 

in the panchromatic band and 1.84m2, 1.65m2, 2.4m2 respectively in the multi-spectral bands. Pre-

processing of imagery included pan-sharpening, ortho-rectification, and image mosaicking.  

 

Object features were classified using the assistance of two technical partners: Orbital Insight and 

LandInfo. Orbital Insight produced object classification for three variables: The share of the GN 

division that is built-up (i.e. consists of buildings), the number of cars in the GN, and the share of 

pixels in the GN that were identified as shadow pixels, which is a proxy for the gross floor area, 

or height, of buildings. The classification method is similar to Krizhevsky, Sutskever, and Hinton 

(2012) which utilizes convolutional neural networks (CNN) to build object predictions from raw 

imagery. LandInfo classified the remaining objects, which included roof typ, paved and unpaved 

roads of different widths, railroads, and the type of agriculture. Landinfo used a combination the 

                                                 
 
12 Particular thanks to Digital Globe is due for their “Seeing the World” program, which offered very high spatial 

resolution imagery at reduced rates for non-commercial purposes.  
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Trimble eCognitition and Erdas Imagine software platforms to classify objects, except for roads, 

which were classified manually.  

 

The CNN classification algorithm used by Orbital Insight involved four steps:  

 

1. Ingestion/Tiling 

2. Model Development 

3. Classifying All Pixels Using the Trained Model  

4. Aggregating Prediction Results to GN Division level 

 

The tiling stage split the large images into many small images or tiles, in order to make the 

modeling computationally scalable, as each tile could be distributed to a different GPU core for 

greater efficiency. In the model development stage, the classification model was trained and tuned. 

Model building began by manually classifying or labeling a sub-sample of the imagery as a 

positive or negative value for a given object using a crowdsourced campaign. The classified data 

was split into an 80% training and a 20% testing set, where the training set was used to build the 

model. This allowed sample prediction metrics, presented below, to be calculated using the 

withheld test set. Training was run for 60,000 iterations using the Nesterov solver method, a variant 

of stochastic gradient descent. To get a sense of the accuracy, Figure 6 shows the receiver operator 

characteristics, or ROC curve, summarizing the classification accuracy of the developed area 

building classifier. The ROC curve presents the true positive rate on the y-axis, against the false 

positive rate on the x axis as the discriminant threshold is varied. A classifier that is no better than 

random would correspond to the 45 degree line, while a perfect classifier would correspond to the 

point (0,1) in the ROC space. Improvements in classifier accuracy are shown as the curve moves 

up and to the left. Figure 6 suggests the classification algorithm is highly accurate, corresponding 

to a 90% accuracy rate overall. Once the model was full trained, the team applied the trained model 

to the full set of imagery. The results were then summarized at the GN level.13   

 

Two visual examples of the CNN training classification -- for built-up area (building footprint) 

and cars -- are shown in figures 5 and 7 respectively. Figure 5 shows raw satellite imagery in the 

top panel, and classified imagery according to the CNN algorithm in the bottom panel. Areas 

highlighted in green in the lower panel are true positive building classifications, where areas 

classified by the algorithm as buildings were confirmed as such by manual identification. Areas in 

red are false positives that were erroneously classified by the algorithm as buildings even though 

the underlying satellite imagery do not reveal any developed buildings. Figure 5 shows that while 

the classification has a high degree of accuracy, there still exist some areas with false positives. 

The overall classification accuracy of 90%, however, provides sufficient signal to meaningfully 

include in prediction models.  

 

Turning to cars, figure 7 shows raw satellite imagery from Colombo, where locations of cars that 

were identified by the CNN algorithm are highlighted by blue circles. This visual check ensures 

that indeed the algorithm appears to be correctly classifying many cars – and the classifications 

appear to occur on the road paths or in parking lots where they would be expected to appear. It 

does appear that there are some false negatives – areas on the image where cars visually appear 

that were not classified by the algorithm as cars – particularly in areas where cars and vegetation 

                                                 
13 The GN shapefile was in turn based on the GN shapefile provided by DCS, modified to correct manually 

identified errors.  



Poverty in HD: What Does High Resolution Satellite Imagery Reveal about Economic Welfare? 

9 

 

co-occur. However, given that the classification accuracy of the algorithm is also above 90%, we 

conclude that the measured prevalence of cars should also provide enough signal to contribute 

explanatory power to poverty prediction models.  

 

LandInfo extracted roof type, paved and unpaved roads of different widths, railroads, and the type 

of agriculture, using a combination of an object-based image analysis (OBIA) methodology 

utilizing the Trimble eCognition software platform (Benz et al., 2004) and visual interpretation.  

OBIA is a common classification methodology applied to HSRI because it is designed to map 

objects that are larger than the pixel size (Blaschke, 2010). For this OBIA analysis, the first step 

was to segment the image into polygons that represent the features of interest based on spectral 

and spatial homogeneity of those features. The segments were created based on the degree of 

homogeneity using a range of scale, shape, and other parameters. Once an image was segmented, 

the objects themselves were then classified, in this study using Erdas Imagine Software. Using this 

methodology, all of the roofs of individual buildings within the imagery were extracted and the 

type of roof was classified as asbestos, aluminum, clay, or grey roofs, in part based on validation 

of selected roofs in Colombo. The roof types of a few selected buildings were validated by direct 

observation. Roads and agriculture were extracted using a combination of eCognition and manual 

visual interpretation. Visual interpretation was required because the roads were covered by trees 

and in shadow, making automated detection difficult. In addition, the imagery was not always 

taken during the growing season, which along with the small, irregular shapes of the agricultural 

plots made automated extraction impractical. 

 

Figures 8 and 9 provide two visual examples of the classification algorithms employed to classify 

roof type (figure 8) and roads, railroads, and road width (figure 9). Figure 8 shows the classification 

for roof type, which classifies roofs as either aluminum (blue, green or white), asbestos, clay, or 

grey. Roof types tend to co-occur where buildings are located, and the classification type seems to 

correspond to the type of roof that can be visually identified. Figure 9 shows roads and railroad 

classification. Roads pass through the image in a variety of widths, with the road network being 

replicated by the classification algorithm.  

 

Finally, textural and spectral features were created using a block size of eight pixels and scales of 

8, 16, 32, and 64 meters using a methodology similar to Graesser et al. (2012). This resulted in an 

output image comprised of 165 bands at a spatial resolution of 12.8 or 16m depending on native, 

multispectral resolution of each of the sensors. The seven textural features calculated for this study 

were:  

1.  Histogram of oriented gradients (HoG), which captures edge orientations and sorts 

them into a histogram (Dalal and Triggs 2005).  

2. PanTex, which is a built-up presence index derived from the grey-level co-occurrence 

matrix (GLCM) (Pesaresi et al. 2008). 

3. Line support regions (LSR), which characterize line attributes (Yu et al. 1999) 

4. Local binary patterns moments (LBPM), which define contiguous regions of pixel 

groups and sorts them into a histogram (Wang and He, 1990). 

5.  Fourier transform (FT) which examines pattern frequency across an image (Smith 

1997). 

6. Gabor, a linear Gaussian filter used for edge detection (Gabor 1946)  
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7. Speeded Up Robust Features (SURF), an algorithm that extracts key points (i.e., edges 

and corners) from an image through pyramidal Gaussian based decomposition (Bay et 

al., 2006). 

8. The Normalized Difference Vegetation Index (NDVI), the most widely used vegetation 

index that provides information about the presence and abundance of vegetation 

(Tucker 1979). 

 

The spectral features calculated were simply the means of the four individual bands, Blue, Green, 

and Near Infrared. Once the spatial and spectral features were calculated, the mean, standard 

deviation, and sum were determined for each GN Division. Previous research has indicated that 

these features are correlated with census data that indicate poverty such as slum conditions, 

population density, solid waste collection, unimproved sanitation (Sandborn and Engstrom, 2016) 

and to map informal and slum areas within cities (Graesser et al. 2012, Engstrom et. al. 2015).  

Because these texture measures may be novel to readers without backgrounds in remote sensing, 

further description and some intuitive explanation for some of these measures may be helpful. 

According to Dalal and Triggs (2005), the motivation for HoG is that we can characterize objects 

“by the distribution of local intensity gradients or edge directions, even without precise knowledge 

of the corresponding gradient or edge positions”. HoG calculates a smoothed histogram for each 

cell, from which we can capture the mean, variance, skew and kurtosis of the histograms. Pantex 

can be thought of as a spatial similarity index, where a cell is compared to adjacent cells in all 

directions that a chess queen can move: vertically, horizontally and diagonally. The Pantex level 

that is assigned to a cell is the minimum contrast variance – so called grey level co-occurrence -- 

measured in all directions. Forests will have a low Pantex level, since cells in all directions have 

similar contrast. Cells containing straight roads will also have low Pantex levels, as cells where 

the road continues will have similar contrast and Pantex assigns the minimum neighborhood value. 

Cities dense with many buildings in all directions will have high Pantex values, as cells in all 

directions have high contrast variance. In this sense, one can think of high Pantex areas as 

indicating areas with a high density of human activity. SURF detects local features, and is often 

used for object recognition. Areas with many identifiable objects – such as areas with right angles, 

corners, or areas with regular grid patterns– would have larger SURF values relative to areas with 

chaotic or irregular spacing.  

 

2.3 Methodology  

Our methodological aim is to find which high-resolution spatial features are consistent predictors 

of local poverty rates in absence of any other on-the-ground information on the GN itself besides 

its size and sectoral classification. We begin with a baseline model of the form 

 

(1) 
𝑦𝑗⏟

𝑝𝑜𝑣𝑒𝑟𝑡𝑦 𝑟𝑎𝑡𝑒 𝑖𝑛 𝐺𝑁 𝑗

= 𝑋𝑗′𝛽⏟
𝑠𝑎𝑡𝑒𝑙𝑙𝑖𝑡𝑒 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠

+ Δ𝑗Λ⏟
𝐺𝑁 𝑐𝑜𝑛𝑡𝑟𝑜𝑙𝑠

+ 휀𝑗⏟
𝑒𝑟𝑟𝑜𝑟

 

 

where 𝑦𝑗  is the relative poverty rate for GN 𝑗 at either the 10/20/30 or 40 percent of national 

income, 𝑋𝑗  is a matrix of the object, textural, and spectral HRSF, and Δ𝑗  are a set of two 

parsimonious controls for each GN. The two controls contained in Δ𝑗 are the log of the GN area, 
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which can be derived from the GN division shape file, and whether the GN is officially classified 

as urban or rural.14  

 

A further complication, alluded to when discussing NDVI, is that the features are built from a 

composite of 55 discrete satellite images, each of which may have been taken during a different 

time of the year. Our measure of vegetation, NDVI, for example, may be higher for images 

captured during wetter months versus the drier months, irrespective of the average vegetation in a 

GN during the year. Other features, such as car counts, will vary greatly depending on the day of 

the week an image was taken (i.e., weekend or holiday vs. mid-week). The timing of Digital 

Globe’s image capture is exogenous with respect to poverty, and will therefore introduce 

substantial classical measurement error when examining correlations across images.  

 

To account for this issue we estimate the model  

 

(2) 
𝑦𝑗⏟

𝑝𝑜𝑣𝑒𝑟𝑡𝑦 𝑟𝑎𝑡𝑒 𝑖𝑛 𝐺𝑁 𝑗

= 𝑋𝑗′𝛽⏟
𝑠𝑎𝑡𝑒𝑙𝑙𝑖𝑡𝑒 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠

+ Δ𝑗Λ⏟
𝐺𝑁 𝑐𝑜𝑛𝑡𝑟𝑜𝑙𝑠

+ 𝑍𝑠
′𝜃⏟

𝑖𝑚𝑎𝑔𝑒𝑟𝑦/𝑠𝑐𝑒𝑛𝑒 𝐹𝐸𝑠

+ 𝛿𝑗⏟
𝑒𝑟𝑟𝑜𝑟

 

 

which uses a series of scene ID or imagery fixed effects (FE), 𝑍𝑠
′  indicating the unique satellite 

image used to generate a given GN’s spatial features. One disadvantage of this approach is that in 

using scene FEs precludes the option of extrapolating poverty rates outside the geographic area 

covered by the imagery, as estimating (2) out of sample requires 𝜃 to be known.15 In section 3, we 

estimate models with and without scene ID fixed effects.  

 

This baseline methodology presents several methodological challenges. First, while the support of 

𝑦𝑗  is contained on the interval [0,1], standard OLS regression will report standard errors and 

coefficient estimates with respect to an unbounded dependent variable. In later versions of this 

work, we hope explore the performance of models, such as fractional response regressions, which 

appropriately bound the dependent variable. Second, although standard errors are clustered on DS  

Division, failing to account for spatial auto-correlation in the error term may overstate the precision 

of the estimated model. In the robustness section, we also test for the presence of spatial auto-

correlation. Third, the OLS model reports a linear approximation of the relationship between of 

𝑋𝑗′ and the dependent variable.  

 

 

3. Poverty Validation Using High Resolution Features  

 

In this section, we explore the ability of features derived HSRI to validate or explain variation in 

the incidence of poverty at the GN level. Table 4 presents estimates of model (1), using as 

dependent variables GN poverty rate, as defined by the 10/20/30 and 40 percentiles of national 

                                                 

14 The urban/rural classification in Sri Lanka is based on an official administrative definition and greatly 

underestimates the extent to which the population has urbanized (World Bank, 2016)  

15 One possible methodological alternative that would permit out of sample estimates with scene ID controls is to 

use a simulation approach. First, one could estimate 𝜃 via random effects, that is assume 𝜃~𝑁(0, 𝜎2). With an 

estimate for �̂�2 , �̂� can either be estimated through simulation for each out of sample observation, or modeled 

through some flexible specification.  
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predicted per capita consumption in the census. Standard errors are clustered at the Divisional 

Secretariat (DS) level, since the sample of GN Divisions was drawn at the DS level. The model 

explains an impressive amount of the variation in poverty rates. R-squared values vary from 0.39 

for the 10% poverty line, 0.5 for the 20% poverty line, 0.55 for the 30% poverty line, and 0.59 at 

the 40% poverty line. In other words, a linear model that includes only remotely sensed 

information, an urban dummy, and the geographic size of the GN division, explains almost 60 

percent of the variation in the share of a small area in the bottom two quintiles of the national 

welfare distribution.  

 

Several features appear to be strongly predictive of GN level poverty for all four poverty 

thresholds. According to the level of statistical significance, the strongest object-based predictors 

are percent of roads paved, GN area developed, and number of roofs, which are significant 

across all poverty lines. Coefficient estimates vary across specifications, but for the example of 

the built-up area variable, a 1 percentage point increase in the area of a GN that is developed, 

even controlling for the number of buildings, is associated with a 0.29 percentage point decrease 

in poverty at the 10% RPL. In all specifications save for the 10% poverty level, shadow pixels 

(building height proxy) and the fraction of roofs that are aluminum are statistically significant, 

and have estimated coefficients that are positive. The positive coefficient on shadow pixels 

(building height index) indicates that after controlling for built-up area and the number of 

buildings, areas with taller buildings contain more poverty, perhaps because of nearby slums. 

The fraction of roofs aluminum coefficient is also positive and statistically significant. At first 

glance, this is surprising, as previous analysis in Kenya documents that roofs with higher 

luminosity are associated with lower levels of poverty (Suri et al., 2015). This suggests that the 

relationship between roof luminosity and poverty is more complex, and is likely context and 

region dependent. 

 

Among the textural and spectral variables, NDVI and HoG appear to be the strongest predictors. 

These two variables are highly statistically significant in all of the specifications and their 

interpretation is consistent with the importance of building density. For NDVI, the positive 

coefficient suggests that poorer areas tend to have lusher vegetation, which in this case is 

reflecting dependence on agriculture, as well as sparser built-up area and fewer buildings. For 

HOG, higher levels indicate greater contrast, created by a larger number of smaller building 

structures. Therefore, the negative correlation between HOG and poverty is consistent with the 

negative association between the number of roofs and poverty rates. Finally, the coefficient on 

Pantex is positive and statistically significant for the 30 and 40 percent poverty thresholds. This 

is likely also picking up the prevalence of smaller buildings, which tend to have higher Pantex 

values.   

 

Conditional on the other indicators, agricultural land classification are weakly associated with 

poverty rates. A ten percentage point increase in the share of the GN that is classified as 

agriculture is associated with a decline of less than a percentage point in the headcount poverty 

rate, at all four thresholds. Similarly, a ten percentage point increase in the share of GN 

agriculture classified as paddy or plantation is associated with a 0.5 percentage point increase in 

poverty. In part, this could result from both the strong correlation between agricultural land 

classification and NDVI and random measurement error in the agricultural land classification 

measure, which after controlling for NDVI would make the remaining variation in agricultural 

land type largely uninformative.   
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Table 5 adds to these estimates by including in the linear model “imagery fixed effects”, which 

are a set of binary variables indicating from which raw satellite imagery picture the HRSF are 

derived. Since the satellite imagery was taken at different periods during the year, seasonally 

varying indicators may exhibit additional variation across images that is areorthogonal to local 

poverty rates. Using imagery fixed effects, R-squared values increase about 10 percentage points, 

to 0.54 at the 10% poverty level, 0.64 at the 20% poverty level, 0.69 for the 30% poverty level, 

and 0.72 at the 40% poverty level. Note these R-squared values include the amount of variation in 

the dependent variable contributed by the imagery fixed effects. Imagery fixed effects attenuates 

the coefficient magnitudes of many of the variables. HOG is no longer strongly significant across 

the poverty thresholds, though SURF now is significant for the 30% and 40% poverty thresholds. 

With imagery fixed effects two agricultural variables are now significantly associated with poverty 

levels, percent of GN area that is agriculture and percent of GN area that is paddy. Higher paddy 

areas are associated with higher poverty, which the relationship is reversed for GN area related to 

agriculture.  

 

2.1 Urban and Rural Linear Models  

Tables 6-9 present results estimated separately for the 348 urban GNs and the 898 rural GNs. To 

parse out the GNs into distinct urban and rural groups, we use the official Census definition of 

urban and rural. In principle, a small area’s urban or rural characteristic could be estimated via 

remote sensing using a probability model based on variables such as NDVI, Built-up density, 

shadow pixels (building height index), HOG or others.  

 

R-squared values improve when we estimate separate urban and rural models, which without the  

imagery fixed effects vary from 0.44 to 0.63. At the lowest poverty thresholds, models are slightly 

more accurate in urban versus rural areas, (0.52 urban R-squared versus 0.44 at the 10% Poverty 

threshold) though this relationship reverses at higher thresholds (0.6 urban R-squared versus 0.63 

rural at the 40% poverty threshold). Regarding coefficients, using separate urban and rural models 

we estimate coefficients with more precision, which confirms that there is important heterogeneity 

in the correlates of poverty. We see more significant variables and even more interestingly sign 

reversals for some variables across urban and rural models. Fraction of roofs that are clay and 

aluminum show different signs across urban and rural models – clay and aluminum roofs are 

negatively associated with poverty in urban areas, but positively associated with poverty in rural 

areas. NDVI and SURF both have sign reversals across models. Higher levels of NDVI 

(vegetation) are negatively associated with poverty in urban areas, where the reverse is true in rural 

areas. This speaks to the different role that vegetation plays in urban versus rural areas. In urban 

areas, lusher vegetation stems from luxury items such as public parks or private garden plots or 

lawns. In rural areas, higher vegetation levels may indicate higher levels of lower-wage 

agricultural labors.  

 

As a further check of the accuracy of the linear models, we plot the predicted GN poverty rates 

against the true poverty rates, also known as predicted-true plots. Figures 10-13 present these for 

the linear models which use separate models for urban and rural provinces. Each point represents 

a GN, where the location on the x-axis corresponds to the true poverty rate and location on the y-

axis is the model predicted poverty rates. A model that is perfectly able to predict poverty using 

HRSF would represent a 45 degree line, starting at the origin and ending at the upper right of the 

graph. Note that for all of the thresholds, the predicted true points are roughly straddling the 45 
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degree line. Our methods are well able to distinguish high poverty areas from low poverty ones. 

While noise still is apparent around the 45 degree line, poverty is accurately predicted  for the 

majority of the GNs.  

 

 

3.2 What share of the explained variance is accounted for by different features?  

The results so far have indicate that features derived from satellite imagery explain a large 

portion of the variation across GN Divisions in poverty, and that the coefficients on selected 

predictors are statistically significant across all four poverty thresholds. 16 However, the regression 

results reported above don’t necessarily address the question of which indicator or sets of 

indicators explain variation in predicted poverty rates. To address this issue, we decompose the r2 

of the regression using a Shapley decomposition (Shorrocks, 2013, Huettner and Sunder, 2012, 

Israeli, 2007). This procedure calculates the average of the marginal r2 of a set of one or more 

explanatory variables, which is the amount by which the r2 declines when removing that set of 

variables, across all potential orderings of the variable sets. In other words, for a model with k sets 

of explanatory variables, the procedure will estimate 2(k-1) models and average the marginal r2 

obtained for each set of independent variables across all estimated models. and insensitive to the 

arbitrary order in which variables are entered into the model.     

 

Table 10 displays the results of this r2 decompositions for national models with no image 

dummies. For the purposes of the decomposition, variables are grouped into eleven categories. 

The urban indicator and the size of the GN area, which are not derived from satellite imagery, are 

treated as two separate categories.  The high-resolution spatial features are divided further into 

seven groups: Roads, Building density, Roofs, Cars, Agricultural land classification, and texture 

classification. Since measures of building density, broadly defined, are consistently important 

predictors, these variables are further separated into four categories, one for each variable in the 

group. The four variables are: Built-up area and the share of shadow pixels identified by orbital 

insight, the (log) of the number of roofs identified by LandInfo, and the normalized difference 

vegetation index (NDVI), which is a measure of the presence of vegetation rather than buildings. 

Texture variables include the remaining textural features described above, including PanTex, the 

Histogram of Oriented Gradients, and the Gabor filter. Although few texture features are 

individually statistically significant, as a group they contribute 17 to 20 percent of the explained 

variation of the model. Variables on roads explain about 12 percent of the variation, which in 

results now shown is largely accounted for by the share of roads that are paved. The remaining 

sets of variable explain between 5 and 10 percent of the variation in most specifications, except 

for the urban dummy with low relative poverty rates, which accounts for less. 

 

The results confirm that explanatory the four measures of building density, taken together, 

account for the largest portion of the explained variation. These four variables contribute to about 

35 percent of the model’s explanatory power. The relative strength of these four variables varies 

according to the dependent variables. When explaining average consumption, built-up area and 

the log number of roofs account for the majority of this, but when modeling poverty directly, NDVI 

also plays a large role. Although few texture features are individually statistically significant, as a 

                                                 

16 The precision of the estimates may however be overstated by the failure to account for spatial autocrrelation 

among the residuals.  
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group they contribute 17 to 20 percent of the explained variation. Variables on roads explain about 

12 percent of the variation, much of which is driven by the share of roads that are paved. The rest 

of the sets of variable explain between 5 and 10 percent of the variation in most specifications, 

except for the urban dummy when the dependent variable is the relative poverty rate at the 10 and 

20 percent level. Practically, these results suggest that measures of building density, a variety of 

textural features, and roads are strong predictors of variation in well-being. However, additional 

objects such as the type of roof, the prevalence of cars, and the type of agricultural land also 

contribute a moderate amount of explanatory power.    

 

 

 

4. Poverty Extrapolation Using HRF 

 

A strong motivation for using satellite imagery is to extrapolate poverty estimates into areas where 

survey data on welfare does not exist. While most of the data deprivation that characterizes the 

developing world occurs at the country level, it is also common for surveys to omit selected 

regions, due to political turmoil, violence, animosity towards the central government, or 

prohibitive expense. For example, from 2002 through 2009/10, Sri Lanka’s Household Income 

and Expenditure Survey failed to cover certain districts in the North and Eastern part of the country 

due to civil conflict, and Pakistan’s Household Income and Expenditure Survey excludes the 

Federally Administered Tribal Areas and Jammu and Kashmir. For this purpose, it is useful to 

assess how well a model trained in much of the country can predict welfare in areas where 

household-level data are unavailable.   

 

To assess how well a model travels to a different geographic area, we use a form of “leave-one-

out cross-validation” (LOOCV), a common method used to infer statistical out of sample 

performance (Gentle et al., 2012). In typical LOOCV, a model is fit for every observation 

excluding one, then the estimated relationship is used to predict into the withheld portion. This is 

repeated for every observation in the dataset until every observation has an associated predicted 

value. This ensures that for all observations 𝑖, the fitted value of �̂�𝑖 used to test the model is not 

influenced by the relationship between 𝑥𝑖 and 𝑦𝑖. Our approach differs form the typical case in that 

for each estimation we exclude, or “leave out”, an entire Divisional Secretariat (DS), an 

administrative sub-unit at the level immediately below the district. To give a sense of size, our 

sample contains 55 unique DS divisions, with an average population per DS of 235,000. This type 

of LOOCV is a more stringent test of out of sample performance, but one that more accurately 

approximates the intended use-case of extrapolating poverty into areas where data are not present. 

While traditional LOOCV assesses out-of-sample performance relative to a large set of single 

observations, omitted at random, most cases of incomplete survey coverage omit one or more 

regions within a country. 17  If the data generating process for poverty is geographically 

heterogeneous, LOOCV at the DS level will give a more accurate assessment of our methodology 

in practice.  

 

                                                 
17 A further complication is uncovered regions are not selected at random and are likely differ from the surveyed 

regions in unobserved ways. This will contribute to prediction error, since extrapolation requires assuming that the 

model estimated in the surveyed regions applies to the uncovered region as well. 
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The choice of covariates for the prediction model is informed by the results from the validation 

exercise in the previous section. First, given the large differences in the urban and rural results, we 

estimate separate models for urban and rural areas. Secondly, we use a reduced set of covariates, 

including into the model only those coefficients that were statistically significant in urban or rural 

specific models. This resulted in a 13 variable model used to estimate and predict in rural areas 

excluding the constant term. 18 For urban areas, the model contained 9 variables.19 Coefficient 

estimates from the reduced model retain the qualitative significance of the fuller models shown in 

the poverty validation stage. Tables showing the model estimation over the full sample are 

presented in appendix tables A1 and A2.  

 

To assess model accuracy we use four different metrics to compare predicted poverty rates against 

the “true” poverty rates at the GN Division level, which are in fact themselves estimates from the 

2011 census data and the 2012/13 HIES.   

1. Mean squared error (MSE),. MSE is defined as 
1

𝑁
∑ (𝑦�̂�

𝐶𝑉 − 𝑦𝑗)
𝑁
𝑗=1

2
, where 𝑦�̂�

𝐶𝑉
 indicates 

the cross-validated predicted GN poverty rate, 𝑦𝑗 is the true GN poverty rate, and 𝑗 indexes 

each GN.  

2. Mean Absolute Error (MAE), which measures the extent to which the predictions deviate 

in absolute value from the true poverty rate. MAE is defined as 
1

𝑁
∑ 𝑎𝑏𝑠(𝑦�̂�

𝐶𝑉 − 𝑦𝑗)
𝑁
𝑗=1 . 

3. Mean Weighted Absolute Error (MWAE), which is a population-weighted version of Mean 

Absolute Error. Formally, MWAE is defined as 
1

𝑁
∑ 𝑤𝑗 ∗ 𝑎𝑏𝑠(𝑦�̂� − 𝑦𝑗)
𝑁
𝑗=1  where 𝑤𝑗 is the 

population weight for GN 𝑗.  
4. The Spearman Rank Correlation Coefficient.  Spearman’s rank correlation is a non-

parametric method that measures only the correlation in the monotonic rank ordering 

between two variables, in this case the predicted and true poverty rates. 20 This metric 

indicates whether the GN divisions can successfully be ranked on the basis of their 

predicted poverty rates. A rank correlation coefficient of 1 would indicate that models 

using only HRF can create a perfect rank ordering of GN poverty rates using the more 

stringent DS leave one out cross validation.  

 

How well do models based on satellite indicators extrapolate poverty into areas that were not used 

as part of the training data? Table 10 shows the results. The MSE varies from 0.0023 for the 10% 

poverty threshold to 0.0197 for the 40% relative poverty threshold. Since MSE measures squared 

deviations, it appears that the average deviation is quite small for the lowest threshold, increasing 

as the poverty threshold increases. Mean weighted absolute error is 2.92 percentage points of 

poverty for the 10% threshold, 5.57 for the 20% threshold, 8.02 for the 30% threshold, and 10.1 

for the 40% threshold. To give these error rates some context, average true relative poverty rates 

                                                 
18 Object features included in the rural model include log GN Area, fraction of roads that are paved, fraction of roads 

that are railroad, percent of valid GN area that is built up, percent of shadow pixels covering valid area, fraction of 

total roofs that are clay, fraction of total roofs that are aluminum, fraction of total roofs are asbestos, log count of 

roofs, percent of GN area allocated to agriculture, and the texture measures of NDVI, Fourier transform, and surf. 
19 Object features used in the urban model include log GN Area, fraction of valid GN area that is built up (buildings), 

percent shadow pixels covering valid area (building height proxy), log number of roofs count, log number of cars. 

Texture features include NDVI, Histogram of oriented gradients, Gabor filter, and standard deviation of the Fourier 

transform. 
20 Spearman’s correlation coefficient between two vectors 𝑋 and 𝑌 with rank ordering 𝑥 and 𝑦 is defined as = 1 −
6∑𝑑𝑖

2

𝑛(𝑛2−1)
 , where 𝑑𝑖 is the difference in the rank ordering between 𝑥𝑖  and 𝑦𝑖  and 𝑛 is the row dimension of  𝑋 or 𝑌.  
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are 5.97, 13.86, 22.3, and 31 at the 10, 20, 30, and 40 percent thresholds, respectively. Consider 

the GN with the median relative poverty rate at the 40% threshold, an urban GN in the Western 

province. At the 10% RPL, the true poverty rate is 5.52, and high-resolution features give a cross-

validated estimate of 4.44, a difference of -1.14. At the 40% threshold, the true poverty rate is 28.8, 

and the predicted rate is 24.2 percent. These results suggest that there is substantial prediction 

error, amounting on average to 33 to 50 percent of average poverty rates, when extrapolating into 

DS divisions withheld from the estimation.  

 

What about Spearman rank correlation, which measures the monotonic ordering of the predictions 

rather than the poverty levels themselves? Spearman’s 𝜌 is estimated at 0.626 for the 10% RPL, 

0.677 for the 20% RPL, 0.702 at the 30% RPL, and 0.718 for the 40% poverty rate. While predicted 

and true values are not perfect monotonic transformations of one another, the rank ordering 

between the two is moderate to strongly preserved, especially for higher poverty lines.   

 

A further test of model performance examines the LOOCV prediction residuals to see where in 

the distribution the predictions differ from the true poverty rates. Figure 14 plots the kernel 

densities for the true and estimated relative poverty rates at various relative poverty rate thresholds. 

The 10% relative poverty line predicts appear to underestimate the lowest poverty rate GNs, those 

at zero or slightly above. At poverty rates between roughly 4 percentage points and 12 percentage 

points, the estimates slightly over-predict, and from 15 percentage pints poverty onward 

underestimate the true rate. This pattern seems to be repeated at the 20/30 and 40% thresholds, 

which show slight over-prediction for the lowest poverty rate GNs and under-prediction for the 

highest rate GNs. The distributions of the predicted values appear to be compressed relative to the 

true poverty rate distributions.  

 

There are several possible reasons why the predictions fail to match the distribution of the true 

poverty rates. First, and perhaps most problematically, the support of the dependent variable, 

because it is expressed as a rate, is by construction constrained to lie between zero and one. We 

have not accounted the bounded support of the dependent variable in our baseline methodology. 

Other methods designed for these purposes such as fractional response models may perform better. 

Secondly, so far all the estimated models have been linear. Since the true relationship between 

satellite features and poverty is likely to be non-linear, methods that allow for non-linearity may 

improve predictive performance. In future work, or future versions of this work, we hope to the 

address first concern using a fractional response model, and to address the second concern using 

multiplicative adaptive regression splines (MARS), and support vector machines.  

 

5. Extensions and Robustness 

 

5.1 Prediction Results Using Lasso Estimator 

One alternative estimator that may be well suited for this application is a Lasso regression. The 

Lasso regression is a member of the family of regularized regressions which estimates a regression 

model with an added constraint that forces parsimony in the coefficient estimate (Tibshirani, 

1996). The motivation for the shrinkage estimator is that by adding more parameters to the model, 

one reduces bias (in-sample error) at the expense of variance (out-of-sample error). The Lasso 

estimator is defined as 
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(3)    𝛽𝑙𝑎𝑠𝑠𝑜 = argmin
𝛽

{
1

2
∑ (𝑦𝑖 − 𝛽0 − ∑ 𝑥𝑖𝑗

𝐾
𝑗=1 𝛽𝑗)

2𝑁
𝑖=1 ⏟                  
𝑂𝐿𝑆 𝑆𝑢𝑚 𝑜𝑓 𝑠𝑞𝑢𝑎𝑟𝑒𝑑 𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙𝑠

+ 𝜆∑ |𝛽𝑗|
𝐾
𝑗=1⏟      

𝑆ℎ𝑟𝑖𝑛𝑘𝑎𝑔𝑒 𝑓𝑎𝑐𝑡𝑜𝑟

}  

 

 

where 𝜆 ≥ 0 is the shrinkage parameter that penalizes the absolute values of the coefficients. As 

we relax the penalization factor -- that is as 𝜆 → 0 -- 𝛽𝑙𝑎𝑠𝑠𝑜 → 𝛽𝑂𝐿𝑆. As 𝜆 → ∞,  variables are 

more strongly penalized and 𝛽𝑙𝑎𝑠𝑠𝑜 converges to the zero vector. Lasso regressions are useful as 

a variable selection methodology because of the sharp 𝐿1 metric cost function to additional 

parameters, which creates a de-facto variable selection (Afzal et al, 2016). The value of 𝜆∗ is 

chosen through 10-fold cross validation, comparing RMSE across choice of 𝜆.  

 

In table 12 we present estimated Lasso model coefficients for a model where the dependent 

variable is average GN income. We present models with two values 𝜆∗: 𝜆𝑚𝑖𝑛 the value of  𝜆 

which minimizes RMSE across folds, and  𝜆1𝑠𝑒, which is defined as  𝜆∗ plus one standard error 

of  𝜆. The latter is chosen because it is even more parsimonious than the former, resulting in 

fewer variables chosen. The 𝜆𝑚𝑖𝑛 model shows most variables are selected for inclusion, with the 

exception of % of GN area that is agriculture and % of GN area that is paddy. NDVI, total cars 

divided by total road length, and % of GN area that is road all show large magnitudes. The large 

magnitude of the cars variable is surprising in that OLS results showed the cars variable to hold 

little predictive power in-sample. Since the Lasso estimator focuses on out of sample error it’s 

possible cars has more predictive power out of sample than in-sample.  

 

In the second model using 𝜆𝑚𝑖𝑛, only 13 variables are selected: urban, fraction roads paved, 

built-up area, shadow pixels, fraction roofs clay/aluminum, roof count, total cars divided per 

road length, % of GN agriculture plantation, % of total area paddy/plantation, NDVI and HoG. 

We estimate even stronger magnitudes on the cars coefficient, 0.6869, and a large magnitude of 

NDVI, -0.207.  

 

Figure 15 shows the shrinkage path for the variables – which shows the order in which variables 

are shrunk towards zero. The left-most side of the figure corresponds to an OLS model, that is 

without any shrinkage penalty applied. As we move to the right, penalization increases. On the 

furthest right all variables are forced to be zero as the “budget” to spend on variables is 

essentially zero. The vertical dotted gray lines correspond to the two values of 𝜆, 𝜆𝑚𝑖𝑛 and 𝜆1𝑠𝑒. 
The order in which variables are shrunk to zero can reveal usefulness of coefficients when only 

few variables can be included. NDVI, Roof count,  and cars per road length all remain useful 

variables even given very high penalization, when the budget to spend on coefficients is very 

tight.  

 

Table 13 presents Lasso model performance, comparing RMSE, MAE, R-squared and rank order 

correlation between predicted and true for Lasso models (panel A) and Lasso models using 

separate urban and rural models (panel B). Note these are all in sample estimates so comparison 

with table 11 is inexact. Mean absolute errors are relatively low at around 25% of the poverty 

threshold. The rank order correlation is particularly strong – using separate urban and rural 

models we estimate rank order correlations between 0.71 and 0.83, meaning using HRSF alone 

we can achieve a high rank ordering of the poverty and income levels of the small areas 

considered. Rsquared values are slightly higher than the OLS models, ranging from 0.41 to 0.69.  
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6. Conclusion 

 

The recent expansion in the quality and availability of HSRI have sparked interest into how they 

can supplement traditional sources of survey data for a wide variety of applications. Given the 

prohibitive cost of conducting surveys sufficiently large to provide accurate statistics for small 

areas, one important application is combining features derived from imagery with survey data on 

consumption or income to generate estimates of poverty and inequality for small areas. 

Traditionally, small area poverty estimates have been derived from census data. Indicators derived 

from satellite data could at a minimum improve the accuracy of both small area estimates and the 

confidence intervals associated with them (Elbers, Lanjouw, and Leite, 2008). But if indicators 

derived from imagery explain a sufficiently large portion of variation in welfare, they could 

potentially serve as viable substitutes for census data, which would greatly increase the temporal 

frequency of small area poverty estimates. Imagery derived from satellite imagery also can 

potentially be used to extrapolate estimates into portions of countries that are not currently 

surveyed due to security concerns.  

 

How well do indicators derived from satellite imagery predict poverty and which indicators are 

most important? We investigate these questions in 32 randomly selected DS Divisions in Sri Lanka 

by linking small area estimates of poverty rates to a large set of satellite-based indicators. The data 

was analyzed at the level of the Gram Niladhari (GN) division, of which there are 13,000 in Sri 

Lanka and over 1,200 in our sample. The results indicate that the correlation between satellite 

indicators and predicted welfare is remarkably strong. National models explain 40 to 60 percent in 

the variation in predicted GN poverty rates, depending on whether the poverty line is set at the 10th 

percentile or the 40th percentile of the national distribution of predicted per capita consumption. 

Separate urban and rural models do slightly better, explaining 45 to 63 percent of the variation. 

Lasso models do slightly better, explaining 0.4 to 0.7 of the variation. Including dummies 

representing each image further increases the r2 of the model by about 10 percentage points in all 

specifications, yielding r2 statistics that range from 0.55 to 0.74. 

 

In both rural and urban areas, variables measuring building density and built-up area are the 

strongest predictors of variation in poverty. This includes a measure of built-up area or impervious 

surfaces, the normalized difference vegetation index (which can be considered an indicator of the 

absence of buildings), the number of roofs, and the extent of shadows, which reflects the average 

height of buildings. The statistical significance of both the number of roofs and built-up area in 

the model suggest that each indicator captures different facets of their communities that each relate 

to welfare. Because the model controls for the size of the GN division in addition to built-up area, 

the number of roofs in part captures the average size of buildings. The higher price of land in 

wealthier could lead to denser building patterns, which would explain the negative correlation 

between the number of buildings and local estimated poverty rates, after controlling for the number 

of square kilometers and extent of built-up area in the community. As expected, the extent and 

lushness of vegetation is positively correlated with poverty in rural areas, and negatively correlated 

with poverty in urban areas, suggesting that vegetation and gardens are a luxury in urban areas.  

 

The analysis also included several mathematical transformations indicating the “texture” of the 

image, which have been utilized for optical recognition purposes and other imagery processing 
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applications. As a whole, these are also strongly correlated with predicted poverty rates. They 

generally appear to capture contrasts and sharp edges, which characterize wealthier areas, although 

additional analysis is needed to better understand which features explain variation in welfare, at 

what scale they should be calculated and what specific characteristics of the built environment 

they are measuring .   

 

Besides measures of built-up area and building density, variables indicating the nature of roads 

and roofs also emerge as strong predictors, as does the size of the administrative area.  In particular, 

larger GN areas, which tend to have lower population density, are positively associated with 

poverty rates. GN area can easily be calculated from any shapefile used to draw a poverty map, 

and in many cases can be linked to household survey data, but to our knowledge has never been 

included as a predictor when generating small area estimates.   

 

While these results are very encouraging for the purposes of generating small area estimates, 

additional analysis suggests caution when extrapolating predictions into geographically adjacent 

areas. The average absolute error ranges from 3 to 10 percentage points depending on the relative 

poverty rate, which in percentage terms is one third to half of the average predicted poverty rate. 

Rank correlations are preserved in many cases, as the Spearman Rank Correlation ranges from 

0.63 to 0.72. A likely barrier to extrapolation is geographic heterogeneity in the estimated 

coefficients. But another factor is differences in when different images were taken. This could 

impact selected indicators such as car counts, which vary according to the day of the week the 

imagery was taken. Indeed, the correlation between car counts and poverty in urban areas is 

negative and statistically significant when controlling for image dummies, but not in the full 

sample. Measures of NDVI also exhibit considerable seasonal variation which could also confound 

extrapolation to adjacent areas. This suggests that some indicators may be more biased than others 

when extrapolating across space, and that the size of the image is an important consideration when 

considering spatial extrapolation using satellite-based indicators.     

 

These findings raise a host of important questions for further work. The immediate question is 

whether satellite indicators can substitute for census data when constructing poverty maps in 

different contexts. Does the strong correlation between satellite-based indicators and predicted 

welfare extend to measured welfare from an expenditure survey? The predicted poverty rates 

examined in this analysis are based on census variables that only explain 40 to 50 percent of the 

variation in measured consumption. The strength of the results reported above, in which satellite-

based features explain 60 to 70 percent of the variation in predicted consumption, is very 

encouraging. However, it is not clear that satellite-based indicators can legitimately substitute for 

census data to generate small area estimates if, for example, they can only explain a quarter of the 

variation in measured per capita consumption. In Sri Lanka’s case, when the 2016 household 

survey becomes available, would the country be better served by re-estimating a poverty map for 

2016 based on satellite indicators, or by continuing to rely on the existing estimates derived from 

the 2011 census? Second, it is important to better understand the extent to which these results 

generalize to different ecological environments, such as Africa, the Middle East, and other parts 

of Asia. There is no guarantee that the predictive power of building density, NDVI, and spatial 

features documented above, for example, will hold in all environments. 

 

A second set of questions involves better understanding the reliability of different types of 

indicators and the trade-offs between the cost of generating indicators and their predictive power. 
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For example, would the Global Urban Footprint or the Global Human Settlement Layer, which are 

freely available measures of population density, perform equally well as the measures of built-up 

area constructed by Orbital Insight? How do the recent estimates of population and built-up area 

calculated by Facebook compare to other measures? Would NDVI constructed from freely 

available landsat imagery be a substitute from the NDVI calculated from the very high resolution 

imagery used in this study? Can convolutional neural networks be trained to identify roof type 

and/or paved roads, which in many cases for this study were digitized by hand?   

 

A third line of research can explore which characteristics are best suited for extrapolating poverty 

estimates both across space and time. The ability of imagery to predict into areas currently not 

covered by household surveys will depend in part on which features are measured with less 

variation on different days, as well as the stability of coefficients across space. Related to this is 

the potential for selected satellite-based features to track changes in welfare over time, to help 

provide more current estimates of poverty. In general, the inevitable increase in the availability of 

imagery and feature identification algorithms, along with the encouraging results from this study, 

suggest that satellite imagery will become an increasingly valuable tool to help governments and 

stakeholders better understand the spatial nature of poverty.  
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Figures 

 

Figure 1: Coverage Area of High Resolution Satellite Imagery 

 

Notes: Highlighted red areas shows Divisional Secretariats (DS) selected for inclusion into our sample.  
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Figure 2 

 

Figure 3 

 
Note, distribution of GN Division poverty rates is based on sample of 32 DS Divisions and not necessarily 

representative of the Provinces in general. 
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Figure 4: Comparison of Mean Night Time Lights (NTL), Poverty Rate, and Mean Population Density, 

Seethawaka, Sri Lanka 
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Figure 5: Example Developed Area (Buildings) Classification 

 
Notes: above image shows raw (top) and classified (bottom) for developed area building classifier from 

raw satellite imagery. Areas in green show are true positive building classifications, that is areas that are 

buildings and classified using the developed classifier. Images in red are false positives: erroneously 

classified areas as buildings.  
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Figure 6: ROC Curve for Developed Area (Buildings) Classifier 

 
 

Figure 7: Example Car Classification  
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Figure 8: Example Roof Type Classification  

 

 

 

Figure 9: Example Roads and Railroads Classification  
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Figure 10: Predicted Versus True GN Poverty Rates Using HRSF Urban/Rural Linear 

Models, 10% National Income Threshold 

 
 

Figure 11: Predicted Versus True GN Poverty Rates Using HRSF Urban/Rural Linear 

Models, 10% National Income Threshold 
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Figure 12: Predicted Versus True GN Poverty Rates Using HRSF Urban/Rural Linear 

Models, 10% National Income Threshold 

 
 

 

Figure 13: Predicted Versus True GN Poverty Rates Using HRSF Urban/Rural Linear 

Models, 10% National Income Threshold 
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Figure 14: Kernel Density Estimates of Leave-One-Out Cross-Validated Extrapolated 

Estimated Poverty Rates 
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 Figure 15: Lasso Model Coefficient Shrinkage Path Plot 
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Tables 

Table 1: Summary Statistics 

Variable mean sd min max 

Rel. Pov. Rate at 10% Nat. Cons. 0.0596 0.058 0 0.46 

Rel. Pov. Rate at 20% Nat. Cons. 0.138 0.11 0 0.67 

Rel. Pov. Rate at 30% Nat. Cons. 0.223 0.16 0 0.78 

Rel. Pov. Rate at 40% Nat. Cons. 0.310 0.20 0 0.86 

urban 0.280 0.45 0 1 

province==[1] Western 0.499 0.50 0 1 

province==[2] Central 0.137 0.34 0 1 

province==[3] Southern 0.246 0.43 0 1 

province==[5] Eastern 0.0273 0.16 0 1 

province==[6] North-Western 0.0627 0.24 0 1 

province==[7] North-Central 0.0137 0.12 0 1 

province==[8] UVA 0.0145 0.12 0 1 

% of roads that are paved 33.90 25.9 0 100 

% of GN area that is road 0.00664 0.0040 0.000011 0.035 

% of roads that are railroad 1.804 6.15 0 70.6 

% of GN area covered by built-up area 0.0842 0.098 0 0.57 

% of valid GN area that is built up 7.061 6.19 0.052 29.2 

% shadow pixels covering valid area 5.965 5.56 0.27 38.2 

Fraction of total roofs that are clay 36.27 20.3 0 100 

Fraction of total roofs that are aluminum 14.11 7.11 0 71.9 

Fraction of total roofs are asbestos 8.195 12.0 0 71.2 

log number of roofs count 6.856 0.97 0 8.87 

Count of buildings per GN area 0.000669 0.00062 0 0.0047 

Total cars divided by total road length 0.00527 0.0095 0.00023 0.17 

Total cars divided by total GN Area 0.0000295 0.000045 0.00000014 0.00093 

log number of cars 3.431 1.01 0.88 8.30 

% of GN area that is agriculture 0.187 0.16 0.00000083 0.94 

% of GN agriculture that is paddy 45.91 37.4 0 100 

% of GN agriculture that is plantation 53.82 37.4 0 100 

% of Total GN area that is paddy 8.918 11.1 0 74.7 

% of Total GN area that is plantation 9.782 13.0 0 94.1 

Normalized Difference Vegetation Index (NDVI)  0.448 0.20 0 0.86 

Pantex (human settlements) mean contrast - scale 8 0.575 0.51 0.0025 3.95 

Histogram of oriented gradients (HoG) mean - scale 64 3225.2 1937.4 31.0 10579.8 

Local Binary Pattern (moments) skewness - scale 32 272.0 9.56 140.6 285.5 

Line support region mean - scale 8 0.0222 0.011 -0.00000020 0.066 

Gabor filter mean - scale 64 0.450 0.27 0 1.19 

Fourier transform std. dev. - scale 32 22.25 4.13 0.62 29.3 

Surf - scale 16 380.5 61.3 13.9 400.0 

Observations 1244 
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Table 2: Summary Statistics by Urban/Rural 

Variable 

Rural Urban p-value, 

Difference 

Between urban 

and Rural mean mean 

Rel. Pov. Rate at 10% Nat. Cons. 0.0682 0.0374 1.24e-22*** 

Rel. Pov. Rate at 20% Nat. Cons. 0.160 0.0831 9.81e-35*** 

Rel. Pov. Rate at 30% Nat. Cons. 0.257 0.133 1.23e-45*** 

Rel. Pov. Rate at 40% Nat. Cons. 0.358 0.187 2.85e-56*** 

province==[1] Western 0.446 0.635 2.92e-11*** 

province==[2] Central 0.166 0.0603 0.0000698*** 

province==[3] Southern 0.289 0.135 0.00000877*** 

province==[5] Eastern 0 0.0977 5.29e-25*** 

province==[6] North-Western 0.0714 0.0402 0.112 

province==[7] North-Central 0.00670 0.0316 0.000424*** 

province==[8] UVA 0.0201 0 3.82e-10*** 

% of roads that are paved 27.88 49.40 3.30e-47*** 

% of GN area that is road 0.00535 0.00997 1.07e-101*** 

% of roads that are railroad 1.152 3.484 2.00e-08*** 

% of GN area covered by built-up area 0.0483 0.177 3.45e-137*** 

% of valid GN area that is built up 4.889 12.65 1.18e-122*** 

% shadow pixels covering valid area 4.253 10.37 1.13e-89*** 

Fraction of total roofs that are clay 41.61 22.51 5.35e-54*** 

Fraction of total roofs that are aluminum 14.16 13.99 0.411 

Fraction of total roofs are asbestos 7.446 10.12 0.00000102*** 

log number of roofs count 6.681 7.306 4.06e-29*** 

Count of buildings per GN area 0.000455 0.00122 4.62e-115*** 

Total cars divided by total road length 0.00481 0.00646 0.00651** 

Total cars divided by total GN Area 0.0000202 0.0000533 4.99e-33*** 

log number of cars 3.420 3.458 0.611 

% of GN area that is agriculture 0.220 0.102 2.55e-34*** 

% of GN agriculture that is paddy 45.54 46.88 0.230 

% of GN agriculture that is plantation 54.15 52.98 0.193 

% of Total GN area that is paddy 10.05 5.996 0.000000223*** 

% of Total GN area that is plantation 11.95 4.213 3.69e-22*** 

Normalized Difference Vegetation Index (NDVI)  0.468 0.399 3.22e-09*** 

Pantex (human settlements) mean contrast - scale 8 0.479 0.823 1.52e-33*** 

Histogram of oriented gradients (HOG) mean - scale 64 2839.4 4218.5 2.91e-35*** 

Local Binary Pattern (moments) skewness - scale 32 272.4 270.7 0.0138* 

Line support region mean - scale 8 0.0202 0.0273 9.77e-22*** 

Gabor filter mean - scale 64 0.409 0.557 2.67e-19*** 

Fourier transform std. dev. - scale 32 21.51 24.14 5.20e-26*** 

Surf - scale 16 376.6 390.5 0.00000422*** 

Observations 896 348 1244 
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Table 3:  Semi-partial Correlation Between HRSF and GN Poverty Rates, by Poverty Rate Threshold 

Variables 

10% Rel. Pov. Rate 20% Rel. Pov. Rate 30% Rel. Pov. Rate 40% Rel. Pov. Rate 

Semi-partial 

Correlation 
p-value 

Semi-partial 

Correlation 
p-value 

Semi-partial 

Correlation 
p-value 

Semi-partial 

Correlation 
p-value 

Urban -0.011 0.6249 -0.0395 0.0524 -0.0597 0.0019*** -0.0807 0*** 

log GN Area 0.0614 0.0062*** 0.0599 0.0034*** 0.0557 0.0037*** 0.0498 0.007*** 

Object Classified Variables         

% of roads that are paved -0.1193 0*** -0.1406 0*** -0.1402 0*** -0.1364 0*** 

% of GN area that is road 0.0364 0.1043 0.0405 0.047*** 0.0382 0.0468*** 0.0303 0.1009 

% of roads that are railroad 0.0147 0.5122 -0.0061 0.7655 -0.011 0.566 -0.0062 0.7349 

% of valid GN area that is built up -0.1074 0*** -0.1005 0*** -0.1108 0*** -0.1233 0*** 

% shadow pixels covering valid area 0.0999 0*** 0.1215 0*** 0.1368 0*** 0.1475 0*** 

Fraction of total roofs that are clay 0.0492 0.0282*** 0.0455 0.0255*** 0.0466 0.0153*** 0.0511 0.0057*** 

Fraction of total roofs that are aluminum 0.0705 0.0017*** 0.0701 0.0006*** 0.0672 0.0005*** 0.0661 0.0004*** 

Fraction of total roofs are asbestos -0.0564 0.012*** -0.0826 0.0001*** -0.0809 0*** -0.0684 0.0002*** 

log number of roofs count -0.1268 0*** -0.1531 0*** -0.151 0*** -0.1452 0*** 

Total cars divided by total road length -0.0398 0.0759 -0.0387 0.0575 -0.0413 0.0317*** -0.0342 0.0643 

Total cars divided by total GN Area 0.0166 0.4575 0.0137 0.5018 0.0145 0.4515 0.012 0.5152 

log number of cars 0.012 0.591 0.0175 0.3916 0.0138 0.4716 0.0089 0.6298 

% of GN area that is agriculture -0.0149 0.5072 -0.0109 0.5914 -0.0067 0.7281 -0.0045 0.8075 

% of GN agriculture that is paddy 0.0302 0.1785 0.0192 0.3472 0.0071 0.7099 0.0057 0.7577 

% of GN agriculture that is plantation 0.0332 0.1391 0.0225 0.2699 0.0108 0.5723 0.0099 0.5919 

% of Total GN area that is paddy 0.0017 0.9393 -0.0013 0.9473 -0.0052 0.7862 -0.0066 0.7209 

% of Total GN area that is plantation 0.0101 0.6517 0.012 0.5563 0.0094 0.6244 0.0079 0.6683 

Texture Classified Variables         

Normalized Difference Vegetation Index (NDVI) local 

mean - Scale 64 
0.1527 0*** 0.1636 0*** 0.1616 0*** 0.1546 0*** 

Pantex (human settlements) mean contrast - scale 8 0.0478 0.0331*** 0.0431 0.0346*** 0.0458 0.0172*** 0.0424 0.0216*** 

Histogram of oriented gradients (HOG) mean - scale 64 -0.0906 0.0001*** -0.0943 0*** -0.0985 0*** -0.0955 0*** 

Local Binary Pattern (moments) skewness - scale 32 -0.0373 0.0962 -0.0331 0.104 -0.0259 0.1777 -0.0209 0.2569 

Line support region mean - scale 8 -0.0418 0.0622 -0.0185 0.3645 -0.015 0.4351 -0.0084 0.6502 

Gabor filter mean - scale 64 0.1125 0*** 0.1012 0*** 0.0951 0*** 0.0887 0*** 

Fourier transform std. dev. - scale 32 0.0747 0.0009*** 0.067 0.001*** 0.0563 0.0034*** 0.0538 0.0036*** 

Surf - scale 16 -0.0557 0.013*** -0.0588 0.004*** -0.0482 0.0122*** -0.0435 0.0187*** 
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Table 4: Predicting Poverty Rates using High Res Features, Linear Models 

Variable 

10% Poverty Rate 20% Poverty Rate 30% Poverty Rate 40% Poverty Rate 

b t b t b t b t 

urban -0.0020 [-0.19] -0.014 [-0.66] -0.030 [-0.99] -0.050 [-1.25] 
log GN Area 0.010* [2.22] 0.020* [2.30] 0.026* [2.18] 0.029* [2.02] 

% of roads that are paved -0.00033*** [-3.87] -0.00077*** [-4.45] -0.0011*** [-4.47] -0.0013*** [-4.30] 

% of GN area that is road 1.08 [1.03] 2.35 [1.22] 3.13 [1.19] 3.06 [0.98] 

% of roads that are railroad 0.00015 [0.38] -0.00012 [-0.18] -0.00031 [-0.33] -0.00022 [-0.18] 

% of valid GN area that is built up -0.0029* [-2.24] -0.0052 [-1.97] -0.0082* [-2.20] -0.011* [-2.33] 

% shadow pixels covering valid area 0.0024 [1.53] 0.0057* [2.03] 0.0090* [2.51] 0.012** [2.78] 

Fraction of total roofs that are clay 0.00021 [0.92] 0.00038 [0.86] 0.00054 [0.93] 0.00073 [1.04] 

Fraction of total roofs that are aluminum 0.00074 [1.92] 0.0014* [2.07] 0.0020* [2.02] 0.0024* [2.02] 

Fraction of total roofs are asbestos -0.00036 [-1.03] -0.0010 [-1.65] -0.0014 [-1.77] -0.0015 [-1.56] 

log number of roofs count -0.012** [-3.12] -0.027*** [-4.14] -0.038*** [-4.16] -0.045*** [-3.89] 

Total cars divided by total road length -0.39 [-1.84] -0.74 [-1.78] -1.11* [-2.13] -1.13 [-1.66] 

Total cars divided by total GN Area 41.2 [0.91] 66.6 [0.75] 99.2 [0.84] 101.5 [0.66] 

log number of cars 0.0018 [0.47] 0.0050 [0.82] 0.0056 [0.66] 0.0044 [0.43] 

% of GN area that is agriculture -0.062 [-1.18] -0.090 [-0.75] -0.077 [-0.46] -0.064 [-0.30] 

% of GN agriculture that is paddy 0.00050* [2.16] 0.00063 [1.09] 0.00033 [0.29] 0.00032 [0.22] 

% of GN agriculture that is plantation 0.00055* [2.58] 0.00073 [1.35] 0.00050 [0.46] 0.00056 [0.39] 

% of Total GN area that is paddy 0.000073 [0.12] -0.00011 [-0.081] -0.00061 [-0.31] -0.00096 [-0.39] 

% of Total GN area that is plantation 0.00042 [0.98] 0.00099 [0.97] 0.0011 [0.76] 0.0011 [0.62] 

Normalized Difference Vegetation Index (NDVI) local 

mean - Scale 64 0.062* [2.01] 0.13* [2.49] 0.18** [2.70] 0.22** [2.80] 

Pantex (human settlements) mean contrast - scale 8 0.022 [1.78] 0.038 [1.96] 0.057* [2.36] 0.065* [2.25] 

Histogram of oriented gradients (HOG) mean - scale 64 -0.000016* [-2.12] -0.000033* [-2.59] -0.000048** [-3.13] -0.000057** [-3.39] 

Local Binary Pattern (moments) skewness - scale 32 -0.00032 [-0.72] -0.00056 [-0.68] -0.00061 [-0.56] -0.00061 [-0.47] 

Line support region mean - scale 8 -0.33 [-1.27] -0.29 [-0.59] -0.33 [-0.51] -0.23 [-0.31] 

Gabor filter mean - scale 64 0.070 [1.60] 0.12 [1.64] 0.16 [1.72] 0.19 [1.76] 

Fourier transform std. dev. - scale 32 0.0034 [1.60] 0.0060 [1.53] 0.0071 [1.33] 0.0083 [1.24] 

Surf - scale 16 -0.00013 [-1.44] -0.00028 [-1.58] -0.00032 [-1.30] -0.00036 [-1.13] 

Constant -0.021 [-0.19] 0.048 [0.20] 0.15 [0.42] 0.23 [0.53] 

Obs 1244  1244  1244  1244  

R Squared 0.39  0.50  0.55  0.59  

 

Dependent variable is log of GN Poverty Rate Defined at X% of national consumption 

 t-stats in brackets, clustered at Divisional Secretariat (DS) level 

* p<0.05, ** p<0.01, *** p<0.001 
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Table 5: Predicting Poverty Rates using High Res Features, Linear Models with Image Fixed Effects 

Variable 

10% Poverty Rate 20% Poverty Rate 30% Poverty Rate 40% Poverty Rate 

b t b t b t b t 

urban 0.0088 [1.07] 0.015 [0.96] 0.015 [0.67] 0.011 [0.37] 
log GN Area 0.013** [3.24] 0.024** [3.33] 0.029** [2.86] 0.029* [2.45] 
% of roads that are paved -0.00028*** [-3.58] -0.00065*** [-4.27] -0.00093*** [-4.52] -0.0012*** [-4.79] 
% of GN area that is road 1.78** [2.68] 3.11* [2.41] 3.89* [2.16] 4.01 [1.84] 

% of roads that are railroad 0.00012 [0.39] -0.00017 [-0.32] -0.00043 [-0.59] -0.00050 [-0.55] 
% of valid GN area that is built up -0.0028** [-3.30] -0.0052** [-3.32] -0.0087*** [-4.27] -0.012*** [-4.89] 
% shadow pixels covering valid area -0.00017 [-0.095] 0.00063 [0.21] 0.0021 [0.58] 0.0039 [0.91] 
Fraction of total roofs that are clay 0.000037 [0.23] 0.00014 [0.50] 0.00027 [0.70] 0.00037 [0.84] 
Fraction of total roofs that are aluminum 0.00052 [1.82] 0.00097 [1.99] 0.0013* [2.02] 0.0015* [2.06] 
Fraction of total roofs are asbestos 0.00014 [0.30] 0.00033 [0.40] 0.00055 [0.56] 0.00074 [0.69] 
log number of roofs count -0.010** [-2.82] -0.023*** [-3.81] -0.028*** [-3.62] -0.031** [-3.31] 
Total cars divided by total road length 0.039 [0.29] 0.16 [0.56] 0.11 [0.32] 0.25 [0.52] 
Total cars divided by total GN Area -23.4 [-0.73] -51.6 [-0.82] -44.7 [-0.55] -45.0 [-0.41] 
log number of cars 0.0029 [0.98] 0.0058 [1.12] 0.0057 [0.73] 0.0039 [0.39] 
% of GN area that is agriculture -0.0071 [-0.22] -0.076 [-1.75] -0.14* [-2.07] -0.20* [-2.17] 
% of GN agriculture that is paddy 0.00017 [1.24] 0.00035 [1.76] 0.00018 [0.41] 0.00026 [0.41] 
% of GN agriculture that is plantation 0.00012 [0.95] 0.00027 [1.54] 0.00012 [0.29] 0.00020 [0.34] 
% of Total GN area that is paddy -0.00021 [-0.46] 0.00020 [0.31] 0.00061 [0.74] 0.00087 [0.83] 
% of Total GN area that is plantation 0.00018 [0.70] 0.0011*** [3.64] 0.0018** [2.84] 0.0023* [2.59] 
Normalized Difference Vegetation Index (NDVI) local 

mean - Scale 64 -0.047 [-1.80] -0.064 [-1.35] -0.085 [-1.29] -0.094 [-1.19] 

Pantex (human settlements) mean contrast - scale 8 -0.0067 [-0.59] -0.022 [-1.05] -0.021 [-0.79] -0.018 [-0.58] 
Histogram of oriented gradients (HOG) mean - scale 64 0.0000053 [1.00] 0.0000087 [0.88] 0.0000065 [0.50] 0.0000015 [0.097] 
Local Binary Pattern (moments) skewness - scale 32 -0.00016 [-0.83] -0.00036 [-0.97] -0.00040 [-0.81] -0.00040 [-0.65] 
Line support region mean - scale 8 -0.20 [-1.07] -0.062 [-0.20] 0.015 [0.037] 0.18 [0.41] 
Gabor filter mean - scale 64 0.015 [0.61] 0.043 [0.92] 0.063 [0.93] 0.099 [1.31] 
Fourier transform std. dev. - scale 32 -0.00035 [-0.26] -0.0014 [-0.55] -0.0032 [-0.92] -0.0044 [-1.07] 
Surf - scale 16 0.00012 [1.84] 0.00023 [1.79] 0.00039* [2.10] 0.00049* [2.11] 

Constant -0.036 [-0.53] 0.0012 [0.0093] 0.098 [0.50] 0.21 [0.82] 
         

Sat. Imagery Timing FEs  Yes Yes Yes Yes 

Obs 1244 1244 1244 1244 

R Squared 0.54 0.64 0.69 0.72 

 

Dependent variable is log of GN Poverty Rate Defined at X% of national consumption 

 t-stats in brackets, clustered at Divisional Secretariat (DS) level 
* p<0.05, ** p<0.01, *** p<0.001 
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Table 6: HRF Urban/Rural Poverty Models (10% Nat. Consumption) 

Variable 

Urban Rural Urban Rural 

b t b t b T b t 

log GN Area 0.039* [2.71] 0.013* [2.64] 0.052*** [4.21] 0.015** [3.10] 
% of roads that are paved -0.000096 [-0.62] -0.00044*** [-4.95] -0.00013 [-1.48] -0.00040*** [-4.83] 

% of GN area that is road 1.63 [1.11] 0.75 [0.64] 2.53 [1.75] 1.44 [1.57] 

% of roads that are railroad 0.00052 [0.98] -0.00039 [-1.94] 0.00047 [1.25] -0.00023 [-1.26] 

% of valid GN area that is built up -0.0016 [-1.57] -0.0010 [-0.82] -0.00099 [-1.46] -0.0015 [-1.28] 

% shadow pixels covering valid area -0.00050 [-0.19] 0.0028* [2.65] -0.0035 [-1.23] 0.0016 [1.62] 

Fraction of total roofs that are clay -0.00081* [-2.27] 0.00042* [2.35] -0.00055 [-1.13] 0.00031* [2.09] 

Fraction of total roofs that are aluminum -0.00065 [-1.00] 0.0012** [2.99] 0.00046 [0.70] 0.00082* [2.39] 

Fraction of total roofs are asbestos -0.00035 [-0.47] -0.00026 [-1.46] 0.00030 [0.32] 0.000098 [0.39] 

log number of roofs count -0.046*** [-4.12] -0.0090** [-2.70] -0.039** [-3.73] -0.0094* [-2.42] 

Total cars divided by total road length -0.31 [-0.69] -0.18 [-1.05] 0.0053 [0.013] 0.12 [0.81] 

Total cars divided by total GN Area 86.9 [0.85] -21.2 [-0.24] 52.1 [0.62] -47.2 [-0.83] 

log number of cars -0.0059 [-1.10] 0.00027 [0.055] -0.013** [-3.13] 0.0022 [0.58] 

% of GN area that is agriculture 0.15 [0.75] -0.065* [-2.15] -0.37 [-1.87] 0.0079 [0.19] 

% of GN agriculture that is paddy 0.00042 [1.05] 0.00012 [0.51] -0.00100 [-1.73] -0.00013 [-1.16] 

% of GN agriculture that is plantation 0.00029 [0.77] 0.00033 [1.41] -0.0011 [-1.74] -0.000044 [-0.35] 

% of Total GN area that is paddy -0.0025 [-1.21] 0.00042 [1.10] 0.0031 [1.50] -0.00014 [-0.28] 

% of Total GN area that is plantation -0.0017 [-0.83] 0.00033 [0.96] 0.0029 [1.75] -0.000047 [-0.13] 

Normalized Difference Vegetation Index (NDVI) local 

mean - Scale 64 -0.15* [-2.64] 0.085** [2.89] -0.28* [-2.12] -0.0084 [-0.43] 

Pantex (human settlements) mean contrast - scale 8 0.031 [1.75] -0.024 [-1.33] -0.013 [-0.90] -0.0066 [-0.40] 

Histogram of oriented gradients (HOG) mean - scale 64 -0.000032* [-2.33] -0.0000060 [-0.87] 0.0000071 [0.90] 0.0000021 [0.35] 

Local Binary Pattern (moments) skewness - scale 32 0.00078 [1.27] -0.00031 [-0.86] 0.0014 [1.31] -0.00024 [-1.31] 

Line support region mean - scale 8 -0.14 [-0.45] -0.64* [-2.69] -0.15 [-0.46] -0.43* [-2.09] 

Gabor filter mean - scale 64 0.16* [2.20] 0.053 [1.33] -0.0054 [-0.16] 0.024 [0.69] 

Fourier transform std. dev. - scale 32 0.0080* [2.39] 0.0042** [3.07] 0.00018 [0.15] 0.00065 [0.48] 

Surf - scale 16 0.000066 [0.46] -0.00021** [-3.45] 0.00057** [3.42] 0.000038 [0.70] 

Constant -0.50* [-2.25] -0.066 [-0.68] -0.70* [-2.24] -0.038 [-0.60] 

         Sat. Imagery Timing FEs  No No Yes Yes 

Obs 348 896 348 896 

R Squared 0.52 0.44 0.64 0.56 

 
Dependent variable is log of GN Poverty Rate Defined at 10% of national consumption 

 t-stats in brackets, clustered at Divisional Secretariat (DS) level 

* p<0.05, ** p<0.01, *** p<0.001 
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Table 7: HRF Urban/Rural Poverty Models (20% Nat. Consumption) 

Variable 

Urban Rural Urban Rural 

b t b t b t b t 

log GN Area 0.066* [2.74] 0.026** [3.13] 0.087*** [4.12] 0.030*** [3.78] 
% of roads that are paved -0.00029 [-1.05] -0.00099*** [-5.27] -0.00028 [-1.50] -0.00086*** [-5.41] 

% of GN area that is road 2.67 [1.05] 2.41 [1.09] 4.37 [1.70] 2.37 [1.23] 

% of roads that are railroad 0.00047 [0.56] -0.00095* [-2.09] 0.00040 [0.68] -0.00065 [-1.64] 

% of valid GN area that is built up -0.0036* [-2.14] -0.0014 [-0.54] -0.0029* [-2.22] -0.0012 [-0.55] 

% shadow pixels covering valid area 0.000078 [0.017] 0.0065** [2.90] -0.0046 [-0.95] 0.0032 [1.64] 

Fraction of total roofs that are clay -0.0013 [-2.06] 0.00077* [2.15] -0.00076 [-0.81] 0.00067* [2.49] 

Fraction of total roofs that are aluminum -0.0011 [-1.03] 0.0023** [3.27] 0.00070 [0.66] 0.0016** [2.77] 

Fraction of total roofs are asbestos -0.00033 [-0.26] -0.00096* [-2.69] 0.00052 [0.29] 0.00033 [0.72] 

log number of roofs count -0.085*** [-4.28] -0.024*** [-4.50] -0.072** [-3.41] -0.023*** [-4.15] 

Total cars divided by total road length -0.23 [-0.26] -0.30 [-0.81] 0.25 [0.32] 0.29 [1.00] 

Total cars divided by total GN Area 78.0 [0.41] -94.3 [-0.61] 35.7 [0.21] -71.3 [-0.59] 

log number of cars -0.0088 [-0.94] 0.0025 [0.32] -0.021** [-2.96] 0.0039 [0.58] 

% of GN area that is agriculture 0.54 [1.32] -0.13 [-1.66] -0.45 [-1.12] -0.054 [-0.90] 

% of GN agriculture that is paddy 0.00069 [0.93] -0.000017 [-0.023] -0.0015 [-1.41] -0.000066 [-0.20] 

% of GN agriculture that is plantation 0.00051 [0.71] 0.00041 [0.57] -0.0017 [-1.41] 0.00011 [0.30] 

% of Total GN area that is paddy -0.0069 [-1.61] 0.00093 [1.00] 0.0036 [0.85] 0.00036 [0.47] 

% of Total GN area that is plantation -0.0049 [-1.20] 0.0011 [1.46] 0.0035 [1.06] 0.00072 [1.48] 

Normalized Difference Vegetation Index (NDVI) local 

mean - Scale 64 -0.29** [-3.01] 0.17*** [3.70] -0.45 [-2.02] 0.0069 [0.19] 

Pantex (human settlements) mean contrast - scale 8 0.043 [1.51] -0.040 [-1.07] -0.027 [-1.14] -0.0097 [-0.28] 

Histogram of oriented gradients (HOG) mean - scale 64 -0.000050* [-2.49] -0.000019 [-1.40] 0.000013 [0.93] -0.0000031 [-0.27] 

Local Binary Pattern (moments) skewness - scale 32 0.0016 [1.45] -0.00049 [-0.71] 0.0020 [1.20] -0.00047 [-1.44] 

Line support region mean - scale 8 0.029 [0.063] -0.74 [-1.69] -0.039 [-0.078] -0.45 [-1.13] 

Gabor filter mean - scale 64 0.26* [2.54] 0.100 [1.38] -0.0026 [-0.044] 0.070 [1.10] 

Fourier transform std. dev. - scale 32 0.013* [2.26] 0.0084** [3.26] -0.00016 [-0.073] 0.0010 [0.40] 

Surf - scale 16 0.00019 [0.76] -0.00047*** [-4.09] 0.00096** [3.52] 0.000065 [0.62] 

Constant -0.84* [-2.44] -0.058 [-0.28] -1.04* [-2.20] -0.057 [-0.55] 

         
Sat. Imagery Timing FEs  No No Yes Yes 

Obs 348 896 348 896 

R Squared 0.58 0.55 0.70 0.66 

 
Dependent variable is log of GN Poverty Rate Defined at 20% of national consumption 

 t-stats in brackets, clustered at Divisional Secretariat (DS) level 

* p<0.05, ** p<0.01, *** p<0.001 
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Table 8: HRF Urban/Rural Poverty Models (30% Nat. Consumption) 

Variable 

Urban Rural Urban Rural 

b t b t b t b t 

log GN Area 0.079* [2.54] 0.032** [2.83] 0.10** [3.64] 0.037** [3.35] 
% of roads that are paved -0.00049 [-1.32] -0.0014*** [-5.46] -0.00043 [-1.44] -0.0012*** [-5.57] 

% of GN area that is road 2.99 [0.92] 3.51 [1.22] 5.56 [1.69] 2.50 [0.95] 

% of roads that are railroad 0.00057 [0.51] -0.0015* [-2.46] 0.00041 [0.53] -0.0011* [-2.20] 

% of valid GN area that is built up -0.0061* [-2.67] -0.0035 [-0.95] -0.0056** [-2.91] -0.0039 [-1.49] 

% shadow pixels covering valid area 0.0015 [0.28] 0.0098** [3.20] -0.0041 [-0.67] 0.0045 [1.88] 

Fraction of total roofs that are clay -0.0015 [-1.64] 0.0010* [2.21] -0.00074 [-0.52] 0.00090* [2.47] 

Fraction of total roofs that are aluminum -0.0012 [-0.78] 0.0030** [3.39] 0.0011 [0.82] 0.0021** [2.80] 

Fraction of total roofs are asbestos -0.00026 [-0.18] -0.0013* [-2.42] 0.00039 [0.17] 0.00068 [1.05] 

log number of roofs count -0.10*** [-3.98] -0.033*** [-4.29] -0.082* [-2.78] -0.028*** [-3.88] 

Total cars divided by total road length 0.041 [0.034] -0.57 [-1.21] 0.65 [0.59] 0.21 [0.58] 

Total cars divided by total GN Area 47.5 [0.18] -143.7 [-0.67] 1.25 [0.0055] -45.0 [-0.26] 

log number of cars -0.016 [-1.26] 0.0041 [0.38] -0.030** [-3.26] 0.0041 [0.40] 

% of GN area that is agriculture 0.82 [1.46] -0.15 [-1.55] -0.58 [-1.08] -0.11 [-1.63] 

% of GN agriculture that is paddy 0.0010 [1.08] -0.00062 [-0.43] -0.0014 [-0.98] -0.00041 [-0.64] 

% of GN agriculture that is plantation 0.00084 [0.86] 0.0000039 [0.0027] -0.0016 [-1.01] -0.00017 [-0.25] 

% of Total GN area that is paddy -0.010 [-1.72] 0.00094 [0.80] 0.0045 [0.81] 0.00065 [0.71] 

% of Total GN area that is plantation -0.0070 [-1.24] 0.0013 [1.57] 0.0049 [1.10] 0.0012* [2.21] 

Normalized Difference Vegetation Index (NDVI) local 

mean - Scale 64 -0.39** [-3.17] 0.24*** [3.91] -0.55 [-1.91] 0.0059 [0.11] 

Pantex (human settlements) mean contrast - scale 8 0.055 [1.46] -0.048 [-0.81] -0.026 [-0.77] 0.0079 [0.19] 

Histogram of oriented gradients (HOG) mean - scale 64 -0.000063* [-2.44] -0.000033 [-1.66] 0.000010 [0.52] -0.000011 [-0.70] 

Local Binary Pattern (moments) skewness - scale 32 0.0020 [1.36] -0.00056 [-0.57] 0.0021 [1.01] -0.00058 [-1.32] 

Line support region mean - scale 8 0.048 [0.077] -0.94 [-1.63] -0.062 [-0.087] -0.57 [-1.14] 

Gabor filter mean - scale 64 0.32* [2.62] 0.14 [1.51] 0.026 [0.29] 0.090 [0.98] 

Fourier transform std. dev. - scale 32 0.015 [2.05] 0.011** [3.19] -0.0011 [-0.37] 0.00085 [0.27] 

Surf - scale 16 0.00037 [1.12] -0.00063*** [-3.71] 0.0013** [3.50] 0.00014 [1.03] 

Constant -1.03* [-2.16] 0.051 [0.16] -1.14 [-1.93] 0.040 [0.23] 

         
Sat. Imagery Timing FEs  No No Yes Yes 

Obs 348 896 348 896 

R Squared 0.59 0.60 0.70 0.70 

 
Dependent variable is log of GN Poverty Rate Defined at 30% of national consumption 

 t-stats in brackets, clustered at Divisional Secretariat (DS) level 

* p<0.05, ** p<0.01, *** p<0.001 
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Table 9: HRF Urban/Rural Poverty Models (40% Nat. Consumption) 

Variable 

Urban  Rural  Urban  Rural  

b t b t b t b t 

log GN Area 0.089* [2.58] 0.037** [2.79] 0.11** [3.21] 0.040** [3.11] 

% of roads that are paved -0.00077 [-1.67] -0.0016*** [-5.63] -0.00068 [-1.64] -0.0014*** [-6.14] 

% of GN area that is road 3.00 [0.80] 3.61 [1.18] 6.34 [1.73] 1.84 [0.64] 

% of roads that are railroad 0.00063 [0.50] -0.0015* [-2.02] 0.00029 [0.33] -0.0013 [-1.97] 

% of valid GN area that is built up -0.0090** [-3.21] -0.0053 [-1.08] -0.0087** [-3.44] -0.0064* [-2.08] 

% shadow pixels covering valid area 0.0037 [0.58] 0.012** [3.34] -0.0029 [-0.40] 0.0054 [2.01] 

Fraction of total roofs that are clay -0.0017 [-1.44] 0.0014* [2.43] -0.00087 [-0.46] 0.0011* [2.66] 

Fraction of total roofs that are aluminum -0.0011 [-0.60] 0.0036** [3.52] 0.0014 [0.86] 0.0024** [2.96] 

Fraction of total roofs are asbestos -0.00025 [-0.15] -0.0013 [-1.74] 0.00013 [0.048] 0.0011 [1.46] 

log number of roofs count -0.12*** [-3.85] -0.039*** [-3.95] -0.090* [-2.47] -0.030*** [-3.55] 

Total cars divided by total road length 0.38 [0.24] -0.48 [-0.75] 1.10 [0.79] 0.41 [0.87] 

Total cars divided by total GN Area 15.5 [0.046] -127.6 [-0.52] -33.1 [-0.12] 23.2 [0.12] 

log number of cars -0.025 [-1.64] 0.0024 [0.19] -0.041** [-3.38] 0.0010 [0.085] 

% of GN area that is agriculture 1.22 [1.67] -0.16 [-1.36] -0.47 [-0.72] -0.15 [-2.02] 

% of GN agriculture that is paddy 0.0010 [0.92] -0.00073 [-0.38] -0.0016 [-0.86] -0.00040 [-0.44] 

% of GN agriculture that is plantation 0.00077 [0.68] 0.000100 [0.051] -0.0018 [-0.89] -0.000076 [-0.082] 

% of Total GN area that is paddy -0.015 [-1.93] 0.0011 [0.75] 0.0032 [0.47] 0.00086 [0.83] 

% of Total GN area that is plantation -0.010 [-1.43] 0.0014 [1.40] 0.0041 [0.74] 0.0015* [2.36] 

Normalized Difference Vegetation Index (NDVI) local 

mean - Scale 64 -0.46** [-3.21] 0.27*** [4.01] -0.64 [-1.87] 0.011 [0.17] 

Pantex (human settlements) mean contrast - scale 8 0.056 [1.20] -0.071 [-0.88] -0.029 [-0.67] 0.027 [0.52] 

Histogram of oriented gradients (HOG) mean - scale 64 -0.000066* [-2.19] -0.000042 [-1.67] 0.000013 [0.49] -0.000023 [-1.29] 

Local Binary Pattern (moments) skewness - scale 32 0.0025 [1.32] -0.00063 [-0.54] 0.0029 [1.10] -0.00069 [-1.29] 

Line support region mean - scale 8 0.28 [0.41] -1.04 [-1.53] 0.16 [0.19] -0.70 [-1.22] 

Gabor filter mean - scale 64 0.34* [2.67] 0.19 [1.71] 0.032 [0.28] 0.15 [1.47] 

Fourier transform std. dev. - scale 32 0.015 [1.73] 0.015** [3.25] -0.0046 [-1.16] 0.0018 [0.54] 

Surf - scale 16 0.00057 [1.50] -0.00078** [-3.53] 0.0016** [3.53] 0.00013 [0.86] 

Constant -1.15 [-1.96] 0.12 [0.29] -1.35 [-1.88] 0.16 [0.71] 

         
Sat. Imagery Timing FEs  No No Yes Yes 

Obs 348 896 348 896 

R Squared 0.60 0.63 0.70 0.74 

 
Dependent variable is log of GN Poverty Rate Defined at 40% of national consumption 

 t-stats in brackets, clustered at Divisional Secretariat (DS) level 

* p<0.05, ** p<0.01, *** p<0.001 
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Table 10: Shapely Decomposition of Share of Variance Explained of National Model R2 by HRSF Subgroup 
 

 

 

Average predicted per 

capita consumption in GN 

10% poverty 

rate 

20% poverty 

rate 

30% poverty 

rate 

40% poverty 

rate 

Urban 8.6 2.5 3.6 4.6 5.8 

Log of GN Area 6.7 7.9 7.7 7.5 7.3 

Road variables 11.7 12.1 12.2 11.8 11.5 

Building density variables 36.4 37.8 36.9 36.4 36.1 

Of which: Built-up area 18.6 12.8 11.7 12.4 13.3 

Log Number of roofs 8.8 9.4 10.8 10.4 10.0 

Shadow 5.2 3.8 4.0 4.3 4.6 

NDVI 3.8 11.8 10.4 9.3 8.3 

Roofs 9.3 7.6 7.5 7.5 7.8 

Cars 5.2 4.5 4.4 4.3 4.2 

Agricultural land variables 4.9 6.3 7.3 7.5 7.3 

Texture variables 17.3 21.4 20.4 20.5 20.0 

      

Total r2  0.64 0.39 0.50 0.55 0.59 

 

Notes: Road variables include percent of roads that are paved, percent of GN area that is road, and percent of GN that is railroad. Roof variables include fraction 

of total roofs that are clay, aluminum, and asbestos. Cars includes total road length, cars per sq km, and log number of cars.  Agricultural land variables include percent of GN 

area that is agriculture,, paddy, and plantation, and percent of agriculture that  is paddy . Texture variables include Pantex scale 8, Histogram of oriented gradients scale 64, Local 

Binary Pattern Skewness scale 32, Line Support Region scale 8, Gabor filter scale 64, Fourier transform st. dev scale 32, and Speeded Up Robust Features scale 16.  
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Table 11: Poverty Extrapolation Prediction Performance, Using Leave-One-Out Cross-Validation (LOOCV) 

 

Metric 
10% Poverty 

Rate 

20% Poverty 

Rate 

30% Poverty 

Rate 

40% Poverty 

Rate 

Mean Squared Error (MSE) 0.0023 0.0075 0.0136 0.0197 

Mean Absolute Error (MAE) 0.0339 0.0638 0.0887 0.1082 

Mean Weighted Absolute Error 

(MWAE) 
0.0292 0.0557 0.0802 0.1014 

Spearman Rank Correlation 

Between Predicted and True 

Poverty Rates 

0.6258 0.6765 0.7023 0.7176 

Avg. True Rel. Pov Rate 0.0597 0.1386 0.2228 0.3105 

Table presents out of sample estimates for of extrapolated poverty rate prediction into withheld Divisional 

Secretariat (DS) administrative districts. We estimate 55 models, each time withholding one of 55 DS units to 

reserve as an out of sample test. Using the relationship between poverty and satellite variables estimated using the 

54 variables as training data, we predict into the withheld DS – so called “leave-one-out” cross-validation 

(LOOCV). Separate urban and rural models are used for inference and prediction.  
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 Table 12: Lasso Model Coefficients, Lambda Plus 1 Standard Error and Minimum 

Lambda Model  

  

Lambda 1se 

Model 

Coefficient 

Min 

Lambda 

Model 

Coefficient 

Intercept 8.895056 9.350 

Log of GN Area 0 -.033419 

Urban .070097 .095442 

% of roads that are paved .001726 .001563 

% of GN area that is road 0 -.315284 

% of roads that are railroad 0 -.001206 

% of valid GN area that is built up .020641 .023529 

% shadow pixels covering valid area -.014037 -.019426 

Fraction of total roofs that are clay -.001117 -.000956 

Fraction of total roofs that are aluminum -.00270 -.002976 

Fraction of total roofs are asbestos 0 .001131 

log number of roofs count .041118 .051034 

Total cars divided by total road length .686951 .571406 

log number of cars 0 .021239 

% of GN area that is agriculture 0 0 

% of GN agriculture that is paddy 0 0 

% of GN agriculture that is plantation -.000570 -.000290 

% of Total GN area that is paddy .000443 .001906 

% of Total GN area that is plantation -.000211 -.000326 

Normalized Difference Vegetation Index (NDVI)  -.2070 -.175064 

Pantex (human settlements) mean contrast 0 -.090118 

Histogram of oriented gradients (HOG) mean .000014 .000065 

Local Binary Pattern (moments) skewness 0 .000151 

Line support region mean 0 -.173226 

Gabor filter mean 0 -.129829 

Fourier transform std. dev.  0 -.013185 

Surf 0 .000161 

   

Sat. Imagery Timing FEs  No No 

N 1,244 1,244 

 Dependent variable is average GN income.  
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Table 13: Lasso Model Performance Comparison 

Panel A: Lasso Model Performance 

Dependent Variable 

Root Mean Squared 

Error (RMSE) 

Mean Abs 

Error (MAE) 

Rank Order 

Correlation, Predicted 

Versus True  Rsq 

10% Poverty Rate 0.0482 0.0354 0.6424 0.3119 

20% Poverty Rate 0.0840 0.0639 0.7173 0.4584 

30% Poverty Rate 0.1107 0.0859 0.7501 0.5270 

40% Poverty Rate 0.1314 0.1043 0.7660 0.5609 

Average GN Consumption 0.1692 0.1297 0.7913 0.6133 

     

Panel B: Lasso Model Performance, Separate Urban and Rural Models 

Dependent Variable 

Root Mean Squared 

Error (RMSE) 

Mean Abs 

Error (MAE) 

Rank Order 

Correlation Predicted 

Versus True  Rsq 

10% Poverty Rate 0.0444 0.0314 0.7174 0.4162 

20% Poverty Rate 0.0763 0.0570 0.7797 0.5529 

30% Poverty Rate 0.1015 0.0778 0.7989 0.6022 

40% Poverty Rate 0.1172 0.0915 0.8169 0.6506 

Average GN Consumption 0.1508 0.1158 0.8324 0.6929 

Satellite imagery fixed effects not included.   
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Appendix Tables 

 

Rural models used to Extrapolate Poverty using Cross-Validation 

 

Variable 

10% Rel. Poverty Rate 20% Rel. Poverty Rate 30% Rel. Poverty Rate 40% Rel. Poverty Rate 

b t b t b t b t 

log GN Area 0.014*** [5.42] 0.033*** [6.87] 0.043*** [6.73] 0.049*** [6.55] 

% of roads that are paved -0.00042*** [-5.55] -0.00094*** [-6.87] -0.0013*** [-6.99] -0.0015*** [-6.80] 

% of roads that are railroad -0.00040 [-1.38] -0.00099 [-1.87] -0.0015* [-2.17] -0.0016 [-1.96] 

% of valid GN area that is built up -0.0020** [-2.64] -0.0041** [-2.97] -0.0079*** [-4.25] -0.011*** [-5.21] 

% shadow pixels covering valid area 0.0046*** [6.60] 0.011*** [8.79] 0.017*** [9.99] 0.021*** [10.8] 

Fraction of total roofs that are clay 0.00037*** [3.74] 0.00068*** [3.77] 0.00092*** [3.82] 0.0013*** [4.53] 

Fraction of total roofs aluminum 0.0011*** [3.96] 0.0023*** [4.46] 0.0030*** [4.43] 0.0036*** [4.56] 

Fraction of total roofs are asbestos -0.00043** [-2.68] -0.0014*** [-4.75] -0.0020*** [-5.05] -0.0020*** [-4.42] 

log number of roofs count -0.0098*** [-4.63] -0.025*** [-6.36] -0.033*** [-6.36] -0.040*** [-6.57] 

% of GN area that is agriculture -0.017 [-1.56] -0.0060 [-0.31] -0.0031 [-0.12] 0.00016 [0.0053] 

Normalized Difference Vegetation Index 0.11*** [14.2] 0.22*** [16.0] 0.32*** [16.8] 0.38*** [17.0] 

Fourier transform std. dev. - scale 32 0.00096 [1.17] 0.0013 [0.89] 0.00030 [0.15] 0.00063 [0.27] 

Surf - scale 16 -0.00013* [-2.39] -0.00025* [-2.57] -0.00028* [-2.10] -0.00033* [-2.11] 

Constant -0.12** [-3.08] -0.25*** [-3.47] -0.28** [-2.84] -0.26* [-2.27] 

 
Obs 897 897 897 897 

R Squared 0.40 0.49 0.52 0.54 

 

Dependent variable is log of GN Poverty Rate Defined at X% of national consumption 

 t-stats in brackets, clustered at Divisional Secretariat (DS) level 

* p<0.05, ** p<0.01, *** p<0.001 
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Urban models used to Extrapolate Poverty using Cross-Validation 

 

Variable 

Urban  Rural  Urban  Rural  

b t b t b t b t 

log GN Area 0.029*** [4.34] 0.055*** [4.95] 0.070*** [4.70] 0.082*** [4.49] 

% of valid GN area that is built up -0.0021** [-2.74] -0.0046*** [-3.62] -0.0076*** [-4.46] -0.011*** [-5.37] 

% shadow pixels covering valid area -0.00018 [-0.31] 0.00048 [0.51] 0.0020 [1.60] 0.0040* [2.56] 

log number of roofs count -0.038*** [-6.39] -0.070*** [-7.01] -0.088*** [-6.54] -0.098*** [-5.98] 

log number of cars -0.0049 [-1.41] -0.012* [-2.06] -0.022** [-2.83] -0.033*** [-3.50] 

Normalized Difference Vegetation Index (NDVI) -0.14*** [-6.41] -0.27*** [-7.13] -0.35*** [-7.01] -0.41*** [-6.74] 

Histogram of oriented gradients (HOG) mean  -0.0000086* [-2.48] -0.000018** [-3.12] -0.000024** [-3.04] -0.000025** [-2.69] 

Gabor filter mean - scale 64 0.091*** [3.65] 0.17*** [4.09] 0.22*** [3.90] 0.25*** [3.62] 

Fourier transform std. dev. - scale 32 0.0074*** [7.07] 0.014*** [7.97] 0.018*** [7.83] 0.021*** [7.37] 

Constant -0.18* [-2.28] -0.34* [-2.52] -0.39* [-2.18] -0.42 [-1.89] 

         
Obs 348 348 348 348 

R Squared 0.44 0.52 0.53 0.54 

 

Dependent variable is log of GN Poverty Rate Defined at X% of national consumption 

 
t-stats in brackets, clustered at Divisional Secretariat (DS) level 

* p<0.05, ** p<0.01, *** p<0.001 
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Appendix  

 

Sampled divisional secretariats include Ambagamuwa, Ambalantota, Ambanpola, Bandaragama, 

Biyagama, Bulathsinhala, Colombo, Dehiwala, Devinuwara, Dodangoda, Doluwa, Dompe, Galle 

Four Gravets, Hali Ela, Hambantota, Homagama, Horana, Ingiriya, Kaduwela, Kalutara, 

Kamburupitiya, Katana, Kattankudy, Kelaniya, Kesbewa, Kirinda Puhulwella, Kolonnawa, 

Kotapola, Kothmale, Kurunegala, Madurawala, Maharagama, Malimbada, Manmunai North, 

Matara Four Gravets, Moratuwa, Nagoda, Negambo, Nuwara Eliya, Nuwaragam Palatha East, 

Padukka, Panadura, Panvila, Puttalam, Rathmalana, Rattota, Seethawaka, Sri Jayawardanapura 

Kotte, Thihagoda, Thimbirigasyaya, Tissamaharama, dapalatha, Udunuwara, Ukuwela, and Uva 

Paranagama 
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Figure A1: Graphical Depiction of Relative Size of Sri Lankan Administrative Division 
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Figure A2: Count of Administrative Divisions of Sri Lanka by Type 

 
 


